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PREFACE

The research described in this report was conducted by Drs. Miguel A. Medina, Jr.
and Timothy L. Jacobs, Department of Civil and Environmental Engineering, Box 90287,
Duke University, Durham, North Carolina 27708-0287, under Contract F08635-32-C-0009,
under the sponsorship of the Headquarters Air Force Engineering and Services Center,
Engineering and Services Laboratory (HQ AFESC/RD), and Armstrong Laboratory
Environics Directorate, Tyndali AFB, FL 32403-6001. The Project Officers were Dr. Tom
Stauffer and Capt. Thomas P. deVenoge (HQ AFESC/RAVC).

This research was performed between November 15, 1991 and June 15, 1994,

Severai meetings were held at Headquarters Air Force Center for Environmental
Excellence (HQ AFCEE), Brooks AFB, Texas and Headquarters Air Force Engineering
and Services Center (HQ AFESC), Tyndall AFB, Florida to solicit comment from potential
users. After its development the scftware package was demonstrated to technical and
administrative staff at Hill AFB, Brooks AFB, Tinker AFB and Tyndall AFB. The principal
investigators wish to acknowledge the valuable suggestions received from representatives
of Tinker AFB, Kelly AFB, Hill AFB, Brocks AFB, Tyndall AFB and MITRE Corporation.
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EXECUTIVE SUMMARY

The objective of this research is to develop a groundwater quality modeling
advisory system for use in investigating possible remediation activities for the cleanup of
contamination from hazardous substances, pollutants and contaminants at Air Force sites.
The applicaiion of optimization methods for determining optimal remediation (for
implementation at a specific site) is also explored. This users manual provides guidance
and documentation in the applicatiun of such a software package to Air Force sites. |t
further supplements an earlier technical report describing models and methodology, with
a technical appendix describing additional models and procedures.

A 1987 Exacutive Order authorized the Secretary of Defense to implement the
Department of Detense Installation Restoration Program (IRP). The objectives of this
orogram include the identification, investigation, research and development, and cleanup
of sites contaminated with hazardous substances from past and present activities. The
Air Force has established its own in-house management and technical expertise for
implementing, monitoring and managing activities within the IRP. The remedial action
process consists of four discrete processes. These incluJe: (1) Preliminary Assessment
and Site inspection, (2) Remedial Investigation and Feasibility Study, (3) Remedial Design
and Remediation Action and (4) Site Closeout. The focus of the research summarized
in this report impacts the implementation of the Remedial Investigation and Remedial
Action phases of the remedial action process.

Over the past several decades, many different models for contaminant transpor
in porous media, under varying conditions and assumptions, have been proposed and
tested. These range from very simple models based on aone-dimensional analytical
solutions, which assume a completely homoganeous and isotropic medium, to very
comnilex models based on three-dimensional numerical solutions which allow for
complete specification of the aquifer and contaminant characteristics throughout a
three-dimensional grid. All contaminant transport models, regardless of the complexity
of the solution method, require certain assumptions regarding the nature of the transport
processes, and, therefore, can only approximate the actual spread of contam’ants from
a given site and the associated risks from human exposure to contaminated groundwater.

This situation presents a familiar, yet difficult problem to the analyst and the
decision-makers. Sufficient data on the hydrogeclogy are rarely, if sver, available to
apply the most complex, three-dimensional contaminant transport models to a proposed
or monitored site. The analyst must choose a transport model based on a tradeoft
between the presumed greater accuracy of complex models and the less cnerous data
requirements and easier application of simpler models. The topic of choosing an
appropriate model is one of the important aspects of the advisory system developed for
the Air Force, and specific algorithms have been written to assist the user with this task.
These algorithms are not a substitute for first-hand experience obtained at a site.




Even with the choice of an appropriate transport model, considarable uncertainty
is likely to be present in the analysis of contamination risk. Application of groundwater
transport models requires estimation of parameters which are both difficult to measure
and spatially variabie, such as hydraulic conductivity and dispersivity. There is often good
reason to doubt the accuracy of the input data. For instance, if an analytical model
requires the spatial average of the hydraulic conductivity throughout the local area of the
aquifer, and the available data consist of only one or two slug tests, plus perhaps an
expert opinion, there is good reason to doubt that the reported best estimate of the
parameter accurately reflects the true mean value. Simply running the model in a
deterministic mode using the best estimates of the parameters may not provide sufficient
information for a decision, because the uncertainty in the analysis has not been taken into
accouni. For instance, if a deterministic application suggests no risk of contamination,
no information is provided as to the cenainty of this conclusion.

The recommended alternative is to explicitly consider the uncertainty in the
analysis, through the use of techniques such as Monte Carlo analysis, Latin Hypercube
Sampling, or First-Order Second Moment analysis. Uncertainty enters the modeling
process in three ways: (1) through natural parameter variability; (2) through measurement
error, which also introduces uncertainty in parameter estimation; and (3) through model
error, representing uncertainty introduced by the degree to which the simplifying
assumptions used to develop a model fail to accurately represent the actuai physical
processes at the site in question. The first two of these sources of uncertainty c.n be
analyzed separately. However, the data are often insufficient: in such cases, the natural
and measurement uncertainty may be combined into one source of uncertainty through
the specification of the distribution of the parameter value.

The third source of uncertainty in the analysis is due to the degree to which the
transport mode! applied may misrepresent actual processes at the site. Examples of this
source of uncertainty include the sorption of contaminants to soil surfaces and
degradation rate coefficients. This source of uncertainty is very difficult to quantify, and
indeed may be impossible to quantify for specific sites, unless extensive sampling and
monitoring data ¢ “e available. The advisory system guides inexperienced users in the
model selection process, bui cannot guarantee that the user will apply the models
correctly. A caveat is therefore appropriate: because the system is user-friendly, it may
tempt users that are not qualified to understand groundwater transport mndels to perform
an analysis and subsequently interpret the results beyond their experience level.

A Monte Carlo-type analysis, for example, requires that distributions be specified
for the underlying parameters having the greatest impact on contaminant transport.
Specification of a parameter distribution consists of two steps: (1) choice of a
distributional form, and (2) specification of the descriptive parateters of that distribution.
On the first issue, the choice of disttibutional form, the system does of necessity provide
some limitations. That is, for models which are expected to be used in cases for which
the impacted aquifer is at least moderately well-characterized, certain parameter




distributions are constrained to follow specific forms, which are generally well accepted
in the literature. For instance, in some of the models the mean hydraulic conductivity
must be specified by a log-normai distribution. However, even in these cases, a choice
is present in the para:neterization, x5 the mean hydraulic conductivity may be directly
specified from the log-normal, or generated from underlying parameter distributions. In
general, where the parameters are at least moderately well known the choice of a
distributional form should not have a major impact on the results. In its present form, the
Advisory System incorporates the framework for Monte Carto and First Order Second
Moment analysis, but additional research is needed to develop the parameter distributions
and values for site-specific hydrogeologic conditions.

In addition to aiding in the choosing of an appropriate mathematical model for a
specific site, the Advisory System determines efficient or optimal remediation strategies.
The optimization routine evaluates tradeoffs between the long-term cost of remediation
and the probability the remediation strategy will fail. A chance-constrained optimization
rmodel has been developed to determine the most efficient groundwater remediation
strategies. It is multiobjective and driven by probabilistic measures of contaminant
concentration in the groundwater surrounding the hazardous waste site. The chance-
constrained model is used to determine the tradeoffs that exist between short-term and
long-term remediatiori costs and the probability that the remediation strategy wili fail.

The development of an efficient, effective and reliable remediation strategy requires
a clear understanding of the site characteristics and the remediation actions implemented.
In addition, the optimal remediation strategy must consider tradeoffs between the
remediation cost and the reliability of the remediation strategy. By investigating these
tradeoffs, the decision maker can more accurately assess remediation needs, feasible
remediation strategies and remeuciation strategy effertiveness.

Lony-term remediation costs depend on specific remediation considerations and
actions. Examples of possible remediation sirategies include pulse pumping and
treatment, and continuous pumping and treatrnent. Potential cost savings are realized
by varying the long-term remediation action. The reliability of the long-term remediation
strategy represents the likelihood that contaminant concentrations within the groundwater
exceed specified maximums and are modeled as constraints. Using this methodology,
optimal groundwater remediation strategies are determined by minimizing the long-term
and short-term cosils associated with the site remediation. The optimal remediation
strategies are conditioned on the probability that the contaminant concentration at any
time does not exceed prespecified maxima. The actual concentrations at any specified
coordinales are calculated by solving the governing differential equations for groundwater
contaminard flow in which key site characteiistics are expressed as random variaoles.
The resulting optimization model is solved using a second moment formulation combined
with Monte Carlo simulation. Although the results of such an optimi ation are based upon
extensive physical data, recommendations shcould be confit ed with site-specific
hydroyeologic investigations.




The actual advisory system introductory and help screens, prompts, menus, and
tabuiar and graphical aids have been captured as images and (although they are
displayed in color on the computer screens) are presented in the text in black and white
and/or gray tones. The resolution of these images is generally superior, as displaved by
the monitor screen. Nevertheless, the user should be able to follow the examples in the
manual clearly, and simulate them directly with the software package: extensive data sets
are provided for that purpose. The users manual for the UNIX version is also available
as an integral part of the software package.

The final product of this project is a computer-based Air Force Installation
Restoration Advisory System Workstation for centaminant modeling and decision making.
This users manual, along with the first-year technical report, fully documents the Advisory
System, for two versions running under different operating systems: either the DOS or the
UNIX environments. This software can be used as an aid to technical project managers
within the U.S. Air Force Installation Restoration Program in developing and evaluating
possible remediation alternatives and managing ongoing remediation activities.
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SECTION |

INTRODUCTION

A. OBJECTIVES

Air Force needs for contaminant transport mathematical modeling and decision-
making, in terms of the predictive requirements of the Installation Restoration Program
(IRP), may at least be partially addressed by development of an interactive, user-
friendly computer-based engineering workstation. Background information on
Department of Defense environmental restoration efforts and, specifically, the Air
Force IRP is presented in the next section. The principal element of the workstation
is an advisory system incorporating basic software to: define the magnitude, extent,
direction, and rate ot movement of identified contaminants; identify significant public
health and environmental hazards of migrating pollutants; recommend candidate
remedial actions: maintain databases of model paramc.ers, and accomplish other
supporting tasks. The principal function of a workstation is to provide optimal and
eificient support to its user regarding the tasks determined for the user/workstation
entity. Generally, this function can be divided into a humber of subfunctions which
are determined by analyzing the tasks performed by the intended users and the
hardware/software environments available. Important elemeants in this snalysis are
determining the amount and tvpe of data and establishing the level of synthesis
required to adequately perform the required tasks. Furthermore, the various levels of
expertise of potential users must be determined and accomimodated for in the
operating system to provide users with adequate assistance. This report constitutes
a users manual for both the MS-DOS (Microsoft Disk Operating System) version and
the UNIX version of the advisory system.

B. BACKGROUND

The legal mandate for the Air Force (AF) Installation Restoration Program (IRP)
is the Comprehensive Environmental Response, Compensation and Liability Act of
1980 {(CERCLA, known as the Superfund Act) and the Superfund Amendments and
Reauthorization Act of 1986 (SARA). Section 211 of SARA deals with the Defense
Environmental Restoration Program (DERP), of which the IRP is the primary
subcomponent (Reference 1). A 1987 Executive Order provided authority to the
Secretary of Defense to iriplement the Department of Defense {DOD) Environmental
Restoration Program within the overali framework of CERCLA and SARA. The
objectives of the IRP include “the identification, investigation, research and
development, and cleanup of contamination from hazardous substances, pollutants,
and contaminants."” The program is focused on cleanup of detected contamination
from past activities, but as noted includes research as well as development and




demonstration of innovative and cost-eftective cleanup echnologies. IRP activities are
managed centrally in the Qffice of the Secretary of Dfense and are carried out by the
Militarv Services and Defense Agencies. Ur " r this agreement. the U.S. Air Force
ratains the authority and initiative for cleanup aciivities at its own instaliations.

The Air Force has established its own in-hcuse menagement and technical
expertise for implementing the IRP, foilowing a decentralized approach which places
emphasis and authority with the Major Air Commands (MAJCOMs) and, in turn, with
the individual installations under their jurisdiction (Reference 2). Several service
organizations support the implementation of the Air Force IRP: the Air Force Civil
Engineering Support Agency (AFCESA, HO1 at Tyndall AFB, Florida), Armstrong
Laboratory Environics Directorate, Tyndall AFB, Florida, the Center for Environmental
Excellence (AFCEE, Brooks AFB, San Antonio, Texas}, and the AF Regional Civil
Engineer offices. Additional support is pravided by the Air Force Material Command
[AFMC), which is respcnsible for the advancemen® anc effective management of the
Air Force scientific and technical resources. An Air Force Installativn Restoratior
Management (AFIRM) Committee has also been organized to support the MAJCOMs
and review remedial action plans for complex problems.

The remedial action process is a progression of steps designed to fully analyze
and address site problems, grouned functionally by stages, as follows:

Preliminary Assessment/Site Inspection (PA/SI) Stage,
Remedial Investigaticn/Feasibility Study (RI/FS) Stage,
Remedial Design/Ramedial Action (RD/RA) Stage,

Site Closeout (SC) Stage.

Ll ol

Figure 1 illustrates these four stages and 14 steps of the remedial action
process. The opportunity for application of contaminant transport models arises
primarily in the second (investigaticn) and third (cleanup} stages. Howevsr,
mathematical models may be used in the first stage in the case of unknown
subsurface sources of contamination: the most likely location of the source coula be
calculated from known field measurements of the edge of the plume — as part of the
discovery and preliminary assessment steps.

In the second stage, mathematical rnedels may be applied to:

] Estimate the rate and extent of contamination migration from several
sources (surface and subsuiface);

® Simulate current and future scenarios of contamination and potential
impacts at all locations of interest;




»
. Evaluate the iikely effectiveness of proposad alternatives for remediating
the impacts of raleased contaminants; »
0 Perform risk analysis, accounting for uncertainty in predictions, to assist .
L

in selection of the best remedial strategy.
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Figure 1. TRP Remedial Action Process




in the third stage (cleanup), modeis are useful in designing the remedial
strategy: the optimal strategy should be cost-effective. Models do not reduce the
need for good quality site-specific data: they help determine data needs, make better
use of available data, and refine the data collection {monitoring) procass to insure
compliance with cleanup goals.

The Air Farce Center for Environmental Excellence (AFCEE} at Brooks AFB (San
Antonio, Texas) operates the technical information management system (IRPIMS) for
Air Force IRP sites. It is one of the contract support centers for investic ative studies.
It can provide technical consultation, field monitoring, sample analysis support, and
has developed programs on site ranking and Quality Assurance/Quality Control
(QA/QC).

C. OVERVIEW AND COMPONENT MODELS OF THEzE ADVISORY SYSTEM

A flow chart illustrating the design of the workstation Advisory System is
presented in Figure 2. The user/analyst interacts with a module that controls the flow
between the various elements of the system. For example, to the left of the system
manager are modules that access stored data (site-specific data, regional data, data
on model input parameters) and preliminary screening modules (to rank the severity
of contamination at the site under investigation). To the right of the manager module
is a transport model selection module, named the CHQICE algorithm, discussed in
greater detail below. It essentially aids the inexperienced user in selection of the
solute transport mndel most appropriate for the site hydrogeology and method of
waste disposal. After the appropriate selection is made a plume is predicted and a
cumulative probability distribution of contaminant concentration is derived at any
desired point in the flow field. The amount of variance in the prediction indicates the
degree of uncertainty, which can be reduced by additional field sampling. The next
step is optimizing the remediation process, providing a framework for evaluating
remediation alternatives and implementing a solution at minimal cost and
environmental risk. An aigorithm to select remediation alternatives has been
developed. Details of the optimization process are presented in a technical
supplement (Appendix I.). If further relevant field data is available, the cycle of
transpart modeling begins again, to possibly reduce the variance in the predictions.

1. CHOICE, Algorithm for Madel Selectiorn

Uitimately, the management of any system means making decisions aimed at
achieving the system’s goals without violating specified technical and nontechnical
constraints imposed on it (Reference 12). The objective function is to minimize costs
and maximize the effectiveness of remediation, which can also be expressed as
minimizing the probability of failure. This probability of failure may be detined as the
probability of exceeding @ regulatory standard.
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The nature of the overall modeling process {of which model selection is just one
step) may be summarized in five general steps (Reference 13):

e problem characterization — the analyst cleariy identifies the
exposure assessment study objectives and constraints;

° site characterization — the analyst reviews all available data, and
possibly develops a "conceptual” model;

e model selection criteria -- the analyst matches the objective,

technical and implementation ¢ 'teria to available models and selects the most
appropriate model(s), in this casu with the aid of the CHQICE algorithm;

L code installation — in the case of a computer code, the model{s)
should be properly installed and tested with accepted solutions to standard problems;
L model application — the verified model uses site data as input for

the contaminant assessment.

CHOICE is not & predictive model, but rather a screening model. The algorithm
requests information about the means of waste disposal (e.q., lagoons, landfills, rotary
distributors. spray irrigation devices, etc.}), the nature of the aguifer, the perimeter of
compliance, penetration, type of waste and many other factors, The selection
algorithm is part of an interactive, menu-driven management program which executes
a large number of supporting decision algorithms and mathematical modelis. The
mathematical details of the models are presented in the next sections, and the
theoretical basis of the management modules is presented elsewtere (References 3,
5, 8, 14, and 15). Criteria far choosing among transport models have also been of
regulatory interest (References 12 and 13), but without guiding the user to a specific
model. The following contaminant transport models have been incorporated into the
workstation advisory system:

a. Analytical Mo lels
i, One-Dimensional Transport Model, ODAST (Reference
16).
i, Two-Dimensional Transport Model, TDAST (Reference
16).
iii. Two Dimensional Transport Mcdel, PLUM2D (Reference
17).

iv, Two-Dimensional (x,z) Transport Model, DUPVG
(Reference 18).

V. Three-Dimensional EPA Monte Carlo Transport Model
EPAGW (Reference 19).
Vi, EPA Monte Carlo Transport Mode! for Impact on Surface

Waters EPASF (Reference 20).
Vii. Two-Dimensicnal Radial Transport Model LTIRD
(Reference 16).
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b. Semianalytical Model
i Two-Dimensional Complex Vetocity Potential Model,
RESSQ (Referernce 16).
C. Numerical Models
i Method of Characteristics Madel, MOC (References 21,
22 and 23).
ii. Random Walk Solute Transport Model, RWALK
(Reference 24},
iil. Modular 3-D Finite Difference Groundwater Model,
MODFLOW (Reference 58).
iv. A Finite-Element Simulation Model for Saturated-
Unsaturated Fluid-Density-Dependent Ground-Water Flow with Energy Transport or
Chemical-Reactive Single-Species Solute Transport, SUTRA (Reference 60).
V. Computer Model of 2-D Contaminant Transport under
the Influence of Oxygen Limited Biodegradation in Ground Water BIOPLUME i
(Reference 59).

Sevcral investigators have compared the performance of numerical codes to
analytical solutions, benchmark data sets and real site applications (References 25,
2€, 27, 28, and 29). The algorithm for choosing among the numerical codes is based,
in part, on such comparisons. Another version of the algorithm is under development,
capable of selection of transport models used to predict the cffectiveness of
alternative remediation schemes, optimizing for cost/effectiveness. In essence, the
first algorithm suggests a modef or modeis for the initial transport prediction: the
second will provide guidance on the remediation method, and this may m turn require
selection of another transport code.

The user responds to screen queries about whether analytical solutions are
lknown to be appropriate or inappropriate {in the latter case, whether the region
modeled is homogeneous or heterogeneous). If the complexities require a numerical
model, the algorithm then jumps to that branch to select between the two available
numerical codes. The flow charts identify the model recommended as a result of
certain user responses: whether the subsurface waste disposal method is a landfill,
a wastewater lagoon or spray irrigation; whether the flow is radial or not, whether the
Dupuit approximation is valid or not; whether single or multiple sources are involvaed;
whether full penetration analysis is adequate; whether regional flow Is important or
not. For example, the algorithm checks if a particular solution applies: if the uscry
responds in the affirmative that flow in the region is strongly affected by pumping
wells, then semianalytical (complex velocity potential) methods or complete numerical
methads would be indicated as more appropriate than models basad upon analytical
solutions. Inthe case ol selecting a numerical model, the user is prompted (o respond
to queries about grid size, longitudinal and transverse dispersion, whether the flow is
paraliel to the grid axcs, whether storativity is significant, and whether any part of the
aquifer changes from confined to unconfined flow or vice versa.




D. SCOPE OF THE USERS MANUAL

Although separate versions of the software are provided for the DOS and UNIX
versions of the advisory system, and separate sections (Il and 1V) in this report describe
a users guide to these versions, there are more similarities than differences between
them. For example, both systems execute virtually the seme models: the user interfaces
and output formats vary to exploit the advantages of each operating system. Operating
system considerations of more interest to programmaers, such as the modular design of
the sofiware package and a file linkage guide, are discussed in Section V.

A workstation may include both surface and groundwater models, aimed at
developing alternative remediation strategies for polluted surface and groundwater
systems, and at designing the technical details of a preferred remedial action. The
current versions of the modeling system support the following tasks:

Data management and analysis

Site characterization

Source identification

Plume delineation

Contaminant transport analysis

Risk analysis

Evaluation and optirmization of potential remedial action alternatives,
compliance maonitoring, and sampling strategies.

NOO AWM =

When installed, its hardware compoients should include:

Graphics capability

Periptierals (e.g., printer, mouse)
Communication links (optional)
Storage devices

0P~

In designing the workstation, a flexible architecture was necessary for efficient
updating, maintenance, and expansion of hardware and software. in addition, an
operational support structure needs to be implemented for system maintenance and to
provide user-application support. Finally, as an integral part of the organizational
warkstation environment, a continuing technology transier program should be developed
to include general introduction courses, various levels of on-site hands-on training, and
roving experts visiting the different workstation locations on a regular basis.




SECTION 1

INSTALLING THE ADVISORY SYSTEM

A THE DOS ENVIRONMENT

The advisory system is supplied as a collection of a large number of executable
files, DOS batch files, data files and utility files. These files (in compressed format),
currently require four double-sided, high density (1.44 MB) 3.5-inch floppy diskettes,
including an executable installation program (INSTALL) residing on Disk 1. The contents
of these diskettes are intended to be loaded to a fixed hard-disk drive. When these files
are uncompressed they cccupy slightly over 12 MB of storage space. Therefore, at least
this amount of free space must be available on the user’'s workstation or personal
computer. It is important to note that your computer must have already been loaded
with the DOS device driver for extended graphics. If this is not the case,
DEVICE=C:\DOS\ANSL.SYS shouid be added to the CONFIG.SYS file (usuallly, the
operating system resides under the DOS subdirectory), and the computer re-booted in
order to take advantage of all the graphics capabiiities of both the computer and the
software package, before even invoking the installation program. |t is also highly
recommended that a numerical coprocessor be installed on the hardware. Otherwise,
the user will be waiting a long time for the results of the numerical prediction models and
the stochastic simulations. Other technical programming considerations not essential for
system installation purposes are discussed in Section V.

Loading is accomplished automatically by placing Disk 1 in any 3.5-inch drive,
switching to that drive (from which the advisory system will be loaded to the hard disk
drive), then typing INSTALL at the prompt. The user should then follow directions
supplied by the installation prograin for information on the desired drives and
subdirectories, etc. The installation program prompls the user for each of the other 3
diskettes at the appropriate time. Figure 1 displays the introductory screen of the
installation program. Creating a separate directory on the hard drive for the advisory
system is highly recommended. Therefore, a PATH must be specified so that the
computer operating system can access your DOS library. Entry to the groundwater
madeling sysiem is obtfained by invoking a batch file: GW.BAT. The user can readily
create an access route to the advisory system from the main directory. For instance, if
the system accupies a sub-directory named AFGWADV on drive C: the user can create
a batch file to initiate the system as follows:

C:

CDWFGWADV
PATH=C:\DOS;C:\;
GW




where for "C:\DOS" the user shculd substitute the name of the directory containing the
DOS library, and "C:\" is the root directory. The user may also want to edit the path
statement contents in the AUTOEXEC.BAT file to include the AFGWADV subdirectory.

Exit from the system is accomglished by selecting Option "2" in the Level 1 menu,
which also cancels the current screen attributes.

t}.S. Air Force Armstrong Laboratory (AFMC)
Environics Division
AL/ZEQYW  Tyndall AFB, FL 32463-5323

Developed by ¢

Dr. Miguel A. Medina, Jr.

Dr. Yimothy L. Jacobs

Box 98287

Dept. of Civil and Environmental Engincering
Duke University, Durham, N.C. 27768-6287
fel. (919) 666-5195 @ FAX. (919]) 660-521Y

Press ENTER to Continue ..,

Figure 3. Introductory Inotallat Lon Program Soreen

B. THE UNiX ENVIRONMENT

Installation of the UNIX version of the advisory system involves six steps and can
be accomplished via INTERNET transfer of the Advisory System source files. The UNIX
version of the Advisory System requires the use of Open Windows version OS 2.1.1 or
greater and a standard FORTRAN 77and C compiler. The UNIX version of the Advisory
System requires 26.7 MB of disk space and includes all source code, graphics filas,
data input files and executable files. However, this memory requirement does not
include space requirements for Open Windows and the FORTRAN 77 and C compilers.
Three makefifes are used to install the Advisory System. Each of these files provides
compilation instructions for many subroutines included in the source code. Thesc
installation instructions assume the user is familiar with th=2 basic commands and tools

L0




of the UNiX operating system.

Each of the necessary installation steps is described in detall below. Throughout
J1e instanation instructions, the UNIX operating system prompt is defined as "%>"

1. To begin, 10 subdirectories need to be created within the directory where the

system will reside, for example "gwadv'. Create the subdirectories listed
below using tt.e "mkdir' command. First create the directory "gwadv" in the
home directory using the command:

%>mkdir gwadv

Once the directory "gwadv" is created, move into that directory using the "cd"
command:

%>cd gwadv
Now create the following subdirectories within the "gwadv" directory:

src
monca
graphics
modflow

sutra
graphic./erc
graphics/demo
graphics/util
rcdflow/src
sura/src

The second step in the installation process is to copy the scurce codes and
makefiles for the Advisory System into the appropriate subdirectories created
in step 1. Table 1 contains a list of all the source code files and makefiles
used by the Advisory System. Each of the files can be copled from the tape
drive or floppy disk using the "cp" command or over the INTERNET using the
file transfer program (“ftp"). The user should consult the workstation guide for
directions on copying from {loppy disks or tapes to the hard drive.

Create the object file "syscall.o" file using the "make" command:

%>make -f makefilel

The makefile will automatically compile the appropriate files and nlace them in
the proper subdirectory.




4. Create the graphics object files in the subdirectory "graphics" using the "make"
comm.and:

% >make -f makefile2
Again, the file compilation and organization are automatic.
5. Compile each of the FORTRAN subroutines using the following two commands:

% >chmod 755 makeiile.bat
% >makefile.bat

6. The Advisory System is now installed and should be ready to execute. To start
the Advisory System, type the command:

% >gwadv
Other technical programming considerations not essential for systen installation

purposes are discussed in Section V. Specific model use instructions are provided in
Section V.
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Table 1. List of UNIX Version Source Codes and Maketiles

[FORTRAN SOURGE CODES under /gwadv/src:

epasf2.f
ansi.f
att.f
pretdast.f
tdast.f
pium2d.f
epagw2.f
rwalk2.f

premoc.f
epasf4.i
ftirg.f
chowe.f
help1.t
ran.f
help4.f
help5.f

rndwlk.f
igrd.f
preres.f
odast.f
psthip
epagwi.t
postplt.t
gwadv.f

epasi3.f

preodast.f

scrne.f
prewalx.f
dupvg.f
help3.f
relibid.f
param.f

premoc3.f
scen.f
attn.f
preltird.f
help2.f
plum2d2.i
cpasit f
1essq.f

FORTRAN SOURCE CODES under /gwadv/Moanca:

e vt i e L st e ot o s e P P e S e o e e e o

———

GRAPHIC SOURCE CODES under /grpahics/src:

grlin1.m4—‘ —grply3.m4

Divax.m4 grcles.m4  gril3.m4 outpt.m4
GPR.m4 grcol2.m4  grflip.m4 griine.m4 grpmim4  parloa.m4
Grde44.m4 grecold.m4 grgrey m4 grloctmd4  grscal.md4  postdast.mé4
Grdemi.m4 grcolrm4  grgrit.md4  grmesg.m4 grscpt.m4  postepa.m4
Grdem2.m4 grconl.m4 grgridm4  grmodem4 grsfac.m4  postplt.m4
Grdem3.m4 grcontm4  grinitm4 grmon2.m4 grsset.m4  project.im4
Griestm4  grctri.m4 grinpa.m4  grmond.m4 grsymb.m4 relib1d2.m4
MOC.m4 grcube.m4  grinpfm4  grmovi.m4 grthrt -4 odastm4
SGl.m4 grcurs.m4  grinpim4  grmov2.m4  grinie.m4  grkistm4
greuttm4  grkeyl.m4 grmov3.m4 griime.m4  statis.m4 Xnewsys.c
gralst.m4 grdash.m4 grkey2.m4 grmovy.m4 giwan.m4  syscall.c
granotm4 grdrw2.m4 grkey3.m4 gmear.m4  grvalum4  grachic.mé4
grdrw3.m4  grklit.m4 grperi.m4 grvecli.md4 grexes.m4 grdump.m4
grklin.mé4 grpers.m4  grvect.m4  grcfil.m4 greraor.m4  grecomn.nc
grpist.m4  grelerm4  grfil2.m4 grkplamé4  grply2.m4

MAKEF!LES:

makefile makefil1 makefil2

makefile.oat
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Table 1. List of UN Version Source Codes and Makefiles (Cont'd) &)
FORTRAN SOURCE CODES under /sutra/src : + BB
main.f migenrec.f presutra.f  subs2.f
mgenrad.f pbcgen.f subs1.f usubs.f
. TEXT files under /graphics : *
grafic.doc
FORTRAN SOURCE CODES under /graphics/util : g
T_Newsys.mzi o
FORTRAN SOURCE CODES under /modflow/src :
. basi.f drnt.f ghb1.f modint.f rivi.f stri.f )
. bef2.f evtl.f ibs1.f pcge. f sip1.f utl1 f o
. chd1.f gfd1.f main1.f rchi.f sort.f wel1 f »
; premod.m4 premod.inc
) TEXT FILES under /gwadv :
K moc7.d rnwali.d rnwal9.d sutr16.d sutra8.d odast1.d ®
{ mocB.d rnwal2.d mwalk.d sutral.d sutraS.d odast2.d »
i moct.qd rnwald.d sutr10.d sutra2.d tdast1.d plumi.d
; moc2.d rmwaid d sutr11.d sutia3.d tdast2.d rmoc6.d
! moc3.d rmwal5.d sutri2.d sutra4.d sutr15.d ressg3d.d .
‘ mocé.d ressgl d rnwalé.d sutr13.4 sutrab.d rnwal8.d B
| moc5.d ressg2.d rmwal7.d sutr14.d sutra6.d sutr7.d »
makefile.doc
»
i ;
;‘ | .
1




SECTION (If

USERS GUIDE FOR THE DOS VERSION

1
|
1
|
1
|
|
’ This section provides a detailed guide to the use of the Advisory System, as
| presently implemented, in the DOS version. The intended audience is a user reasonably
C familiar with the general theory of contaminant transport in porous media and the DOS
‘ opel: ting system, but who may not nave experience with a given transport model. The
general structure of this section is as follows: first, a "generic" guide is provided to the
use of the system, which will be generally applicable regardless of the particular
J contaminant transport model chosen, presented in subsections A, B, and C. The
' subsequent sections present more detailed information on particular models, including
[ a model selection algorithm, CHOICE. ?
)
|

For each model, notes are provided on: the applicability of a given model, the
inherent limitations of a particular modeling approach, data preparation and output.
Four applications of specific models are presented in subsection H(G).

A. STARTING THE SYSTEM

hi

f

|

|

i

' It is assumed that the system has been properly installed, according to the

instructions provided in Section 1{(A), on a fixed disk drive in a properly configured

f persanal computer or workstation. Switching to the appropriate subdirectory containing »
- the software package, the system is then started by simply typing 'GW’. This will resuit

J in an introductory screen ideritifying the current versien the system (Figure 4), fellowed

} by a symbolic demonstration of contaminant transport and remediation.
|
|
|
l
|
|
1
|

B. FILE MANAGEMENT »

The first task is identifying the site being studied, and setting up the needed disk
files. Beyecnd the introductory screen and demonstration, the user is preseited with the
menu shown in Figure 5. Option 1 provides a simple introduction. If the site indicated
is a previously analyzed site (Option 2), the systemn will locate all existing files. Gn the
other hand, if the site is a new site, the system will check to make sure that files with the

d user-supplied names do not already exist. Appropriate options will be presented if tnese
_ conditions are found to be violated. For a previously analyzed site, the user is prompted
| to select a file name fr m the existing data files. The user needs to fill in a 7-character
file name which incluues the site name and model ID. The latter should consist of 2
- digits, and the site name should consist of 5 letters. The site name and model ID are °
used to identify files associated with the site and the model applied previously o that

site. The user then goes to Level 1 and Option E { Analyze a previously analyzed site).

Figure 6 provides an example for a previously analyzed site.
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U.S. AIR FORCE ENGINEERING
AND SERVICES LABORPATORY

U nvironics Division
AFMESC/RDYV Tyndall AFR, FL. 32403

A Cornputer-Rased Air Force Instailation

Restoration Workstation for Contaminant
Modeling and Decision-Making
MS-DOS Version 1.0 Feb. 1994

Developed by D, Migniel Madina, Jr,
. Timothiy L. Jacobs
Duke University
Depantunernt ot Civil and
tonwvitonmental Eogineeringg

"'y Please Press-ENTERfo Continug . .

Figure 4. Introductory Screen

The new site analysis option obviously provides the user with the option to begin
anew analysis. It can also be chosen to reanalyze a site with completely new data. The
user needs to enter a five-character site name. After entering the site name, this option
is completed by entering a header, identifying the analyst, daie, and title of the project.
The sysiem then proceeds to Level 1.

Option 5 is provided so that thase without experience in the operation of the

system can avoid having to create data files on the system. The system uses default site
name 'PRIOCR’ to creat the necessary input and output files.

C. Level 1, Master Menu
After setting up the files, the systein proceeds to Level 1, which controls the

pathways to the whole system. Upon accessing Level 1, a selection menu will be
displayed (Figure 7).
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LEVEL ¢ QHTIONY

« Inroducion

. Ahalyze a praviously analyzed ska.
. New ske anatysis,

Quilt,

. Go dhiedy (o the nextlevel, Levrl 1,
using defaul file names,

[ P SRS VR

" Please frass The Nimbes of Y Chaice and Enteg” 2

Figure 5. Level 0 Options

Uolume in drive C is DOSS00
Uolume Sexrial Mumber is 1BF4-230E
Directory of C:\USAPNDAT

DUPUGO4 . DRT EPAGWOS , DAT EPASFOG . DAT HILL101.DAT HILL10Y . DAT
LTIRDO?.DAT MOC0109 . DAT MOCH309 . DAT MOCHCS3 . DAT MOFFESO , DAT
DDAMCS1.DAT ODASTO1 .DAT FLUMCO3 . DAT PLUNED3.DAT RESSQOS . DAT
RWALK10 . DAT TDASTO2 . DAT ESEBSS 1. DAT PRIORS2.DAT HILLMSE . DAY
TDANCSZ . DAT PRACTOB . DT

22 file(s) 44358 byteo

32931840 bytes frec

v Enter name of data file (7 chars)—— 000000, DAT
Y e — - >

L Figure 6. An Example of File Management

: The options precented here are divided into two categories: "Advisory support" and
: "File Utilities." The utilities are self explanatory, and helpful for file management. The
option of advisory support opens the gates to sither a preliminiwry analysis or access to
all the other rmodels. Figure 8 illustrates file utilities.
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LEVEL 1 ORTIONS
T e - o re e

ADVISORY SUPPORT

A: LeGrand Method for Preliminary Analysls
B: Impact Scenario Delfinition

C: Algorithm for Model Seleciion, CHOICE
D: Direct Selection ot Model

E: Analyze a Previously Analyzed Site

O Uncertainty Analysis and Optimization

FILE UTILITY

L: Display Directory of Data and Qutput Files
P: Print Current Output Flie

- S: Scroll Qutput File to Screen
T: Use MS-DOS Editor to View QOutput File
R: Start New Analysis: Goto Level 0
Z: Abandon Analysis: Exitto LOS

1.7 Please Press the Characler'of Your CHolog and Enter:.

Figure 7. Menu for Level 1

D. Preliminary Analysis

In many cases it may appear to the analyst that a proposed site is so poorly
situated that it cannot be analyzed with detailed modeling. In other cases, some sites
rmay need preliminary analysis to evaluate the hydrogeology and provide a guide to
further data collection. To formalize this subjective process we have provided for
preliminary analysis using the LeGrand method. In most cases, the first stage of analysis
should thus be to apply this model (Option A): further details of utilizing the LeGrand
method are preserted below.

in the early stage of site investigation, project managers usually lack the
manpower to conduct detailed modeling analyses of all sites that may have a potential
effect on groundwater. In some instances a proposed site will have such a poor
hydrogeologic setting that a preliminary analysis is necessary to guide the furiher
investigation. Conversely, some cases will have such a low degree of coniaminanii
severity and potential risk of contamination that a site could be passed without detailed
modeling. Often such decisions are made subjectively. However, it is safer and more
desirabie to establish formal criteria for the bypassing of detailed modeling on a given
site.



Exit Dlrectorg
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Hnlwlhﬂ
HILL1£9,.DAT
HILLMG1.DAT |
anﬂ?mu .
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Figure 8. Diugplay Directory of Data and Output Files

In the advisory system, criteria for this preliminary screening may be formalized
by use of the screening analysis developed by LeGrand (1983), which requires only
readily available site-specitic data. This approach is essentially a numerical rating system
for evaluating the potential of ground water contamination from waste disposal sites. The
sysiem focuses on weighting four key geologic and hydrologic characteristics in the
vicinity of contamination sources. The key parameters used are: 1) distance to a water
supply or perimeter of compliance; 2) depth to water table; 3) hydraulic gradient; and 4)
ne rmeabahty sorption, as indicaied by the geologic setting. In a second stage, attention
is paid to the type and severity of the generalized contaminants associated withh the use
of the site. Weighting and integrating the site and contaminant characteristics then yields
a numerical situation rating.

The LeGrand method may be used to evaiuate hydrogeology alone, or extended
to include consideration of the type of waste disposal site {(PAR rating). When both
analyses are undertaken these are combined to pravide a combined situaticn rating. This
combined situation rating can be used for the prelirninary decision. Output of the model
includes a shorthand surnmary of the analysis, as in the following example:

Description 21- 3836ABWD +E
PAR




The first line given above (Description) summarizes the analysis of site hydrogeology.
Higher numbers here (on a scale of 0-9) indicate less favorable characteristics, so these
may readily be identified from the description. In the analysis given above, the entries
in the Description line indicate the following:

Total rating (sum of next four digits)

Distance from source to point of impact.
Depth to water 1abie.

Water table gradient.
Permeability-sorption.

Leiter identifier of permeability-sorption.
Degree of confidence in estimates.
indicates riveasured in relation to a well.
Special identifier.

Hydrogeologic grade.

mosomrowwe N

+

In this case, the hydrogeologic rating is in the poor range (E) because the total
rating is > 20. Analysis of the digits shows that the most important factor contributing
to this poer rating is the depth to water table below the coniamination source. The
second ling (PAR rating) is obtained from a hazard potential mat:ix. In this case higher
values indicate decreasing contaminant severity and/or decreasing aquifer sensitivity. The
combined situation rating is then obtained by subtracting the PAR rating from the
hydrogeologic rating.

LeGrand's method has been directly interpreted into an interactive program for
inclusion into the system. Preliminary juagment 1s then based on the foliowing criteria
(which may be altered): for a combined situation rating of < - 8 a site is judged
probably acceptable, without further analysis, while for a situation rating > 44 a site
is judged probably unacceptable. In the uncertain range from - 8 to + 4 further
mocdeling is recommended with actual transport models.

The great advantage of the LeGrand method is thus in providing a standardized
weighting system that is broadly applicable, yet quick and easy to apply. Such anhalysis
does not form the basis of a finai recommendation, except in the extireme cases of very
low contamination probability or very high contamination probability. The LeGrand
method provides an effective means of identitying such cases. However, in all caszs the
user is free to proceed to more detailed analysis through actual modeling of contaminant
transport. For instance, even where a very low probability of contamination is indicated
by the LeGrand anaiysis, the user may wish to proceed to more detailed modeling if the
contaminant in question is particularly hazardous.

The LeGrand method is carefully designed to have a wide degree of applicability,
and will be an effective tool for preliminary analysis in most situations. Its effectiveness
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is limited primarily by the fact that it is designed as a preliminary analysis tool, and,
probably in the majority of cases, the model will not provide a definitive answer. The
user should of course realize that the method treats site hydrogeology in only a
generalized manner. Where more specific details of the hydrogeology are known, the
user should take these into account in analyzing the model results.

e Data input *or the LeGrand method is interactive. The user may choose to rate
site hydrogeclogy only (Stage 1) or continue analysis with consideration of the PAR
rating (Stage 2). On completion the user has the option of re-analyzing the site. It will
often be desirable to rate a site in regard to several diiferent potential points of impact,
and with consideration of varying degrees of engineering modifications.

In Stage 1 the following data are requested:
Step 1.

Choose distance on ground between site and nearest water supply (or specified
boundary) from the following choices.

(feet) (meters)
0 > 6200 ft. > 2000 m
1 3100 - 6200 1000 - 2000
2 1001 - 3100 300 - 999
3 501 - 1000 150 - 299
4 251- 500 75 - 149
5 161 - 250 50 -74
6 101- 160 35 - 49
7 61 - 100 20 - 34
8 31-60 10-19
g 0-30 0-9

When the water tuble lies in permeable consolidated rocks, 6 points are allotted on
the distance scale; in poorly permeable rocks, 4 points are allowed.

Step 2.
Estimate the shallowest depth to the water table below the basc of the contamination
source more than 5% of the year from the choices below.



(feet) (meters)

0 > 200 feet > 60 meters
1 1-200 30 -60

2 61 - 90 20-29

3 36 - 60 12 - 19

4 26 - 35 g-11

5 16 - 25 5-7

6 9-15 3-4

7 3-8 25-15

8 1-2 1-05

9 < 1 < 0.5

When the water table lies in permeable or moderately permeable consolidated rocks
6 points are allotted - in poorly permeable rocks 4 points are allotted.

Step 3.
Choose the most appropriate description of the general water table gradient from the
following table:

0 Gradient away from all water supplies that are located
closer than 1000 meters from the site.

1 Gradient is almost flat.

2 A gradient of less than 2% exists towards the water
supply, but this is not anticipated direction of flow.

3 Gradient less than 2% towards the water supply, and this
is the anticipated direction of flow.

4 Gradient greater than 2% towards the water supply, but
this is not the anticipated direction of flow.

5 Gradient greater than 2% towards the water supply, and
this is the anticipated direction of flow.

Step 4.
In step 4 a digit and letter identifier describing permeability-sorption
for the site is chosen from Table 2.

Step 5.
Indicate degree of confidence in accuracy aof values:
A: Confidence in estunates of values for the parameters
1s high and estimated values are considered to be fairly accurate.
B: Contidence in estimates of values fur the parameters is fair.
C: Confidence in estimates of values for the parameters is low and
estimated values are not to be considered accurate.
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Tahle 2. Selection of Permeability-Sorption indicators for the LeGrand Model
(for unconsolidated material)

|
i
!
|
.
" more with 15- | with less | fine sand | gravel or
|
{

material clay clay with | sand sand clean clean '
than 50% | 30% clay | than 15% coarse
sand clay sand
category ool [ [ L (I (I )
: thickness 0A OA 2A 2A 4A 4A AA BA 8A 8A 9A 9A
i > 95 (in ft)
75-94 0B 1C 1D 2F 3E 4G 5F 6E 7€ 8E 9G 9M
60-74 0C 2C 1E 3D 4D 5E 5G 6F 7G 8F 9H 9N '
46-59 0D 3B 1F 4C 4E 6C 5H 7D 7H 8G 9l 90
28-45 OE 4B 2D 5B 4F 6D 51 7E 71 9D 9J 9P
10-27 1B 6B 2E 7B 5C 7C 5J 8D 7J 9E 9K 9Q g
<10 2B 8B 3C 8C 5D 9B 5K 9C 7K OF 9L 9R

For bedrock at land surface, use 5Z for category |, 8Z for category |l

Category ! - unconsolidated material overlies shale or other poorly permable rock. »
Category |l - unconsolidated material oveilies permeable consolidaied rock (fractured

or jointed igneous or metamorphir “ouks, cavernous carabonate rocks and faults).

Step BA.

Distance from contamination source is measured to: »
W: a well.

S: a stream or perennial spring.

B: a property boundary or perimeter of compliance.

Step 6B.
Up to two additional letter identificis may bo selected
from the following list:

C : SPECIAL CONDITIONS REQUIRE THAT A COMMENT OR EXPLANATION BE
- ADDED TO THE EVALUATION. .
- D: CONE OF PUMPING DEPRESSION NEAR A SOURCE OF CONTAMINATION.
! THIS MAY CAUSE DIVERSION TOWARD PUMPED WELL.
E: DISTANCE RECORDED IS THAT FROM A WATER SUPPLY (OR BOUNDARY)
TO THE EDGE OF AN EXISTING PLUME RATHER THAN ORIGINAL
CONTAMINANT SOURCE.




_

i

R PR

F: SOURCE IS LOCATED OMN A GROUNDWATER DISCHARGE AREA, SUCH AS A
FLOOD PLAIN, WHERE MINIMAL GROUNDWATER INTRUGION IS EXPECTED.

K: SITE LOCATED IN KARST TYPCGRAPHY, OR IS UNDERLAIN BY CAVERNOUS
LIMESTONE.

M: MOUNDING OF THE WATER TABLE BENEATH A CONTAMINATION SITE -
COMMON BENEATH WASTE SITES WITH LIQUID INPUT.

P: PERCOLATION MAY NOT BE ADEQUATE FOR SITE. THE PERMEABILITY
-SORPTION DIGIT SUGGESTS THE DEGREE TO WHICH PERCOLATION MAY
BE A PROBLEM, A DIGIT OF 3 OR LESS BEING A SPECIAL WARNING OF POOR
PERCOLATION.

Q: DESIGNATES A "RECHARGE OR TRANSMISSION" PART OF AN EXTENSIVE
AQUIFER THAT IS SENSITIVE TO CONTAMINATION. MAY BE SUGGESTED BY A
HIGH VALUE ON THE PERMEABILITY-SORPTION SCALE.

R: 'ADIAL OR PARTIAL RADIAL FLOW FROM A HIGH WATER-TABLE POSITION.

(I'WO OR MORE SITE RATINGS MAY BE NEEDED).

. INDICATES THAT THE WATER TABLE IS IM FRACTURED OR CAVERNOUS ROCK.

Y: ONE O MORE CONFINED (ARTESIAN) AQUIFERS UNDERLIE THE WATER
TABLE AQUIFER.

-~

In Singe 2 of the LeGrarxi analysis the user must enter intormation relating to the
contuminayt sevarily and aquiter sensitivity, This information is best read from the PAR
matrix Jaqgram previded m LeGrand (i983). However, the option is alse provided to
gxtimate ihose values in response to a series of queries,

E. ACCESS TO MODELS

Acenss to contaminard transport models is provided by requesting assistance in
morded aelection (the Choice algorithm) or by direct model selection by the user.

1. Nodel Selection Algorithm

e objective of the Choice Algorithm is to consider a wide range ! (iouncwater
i leling situations, and, in each case to determine whether there s i ppropiate
analylical solution available with which Monte Carlo analysis cf the rislk auaecided with
the site can be analyzed. Where such a solution is not available, in sor vetnices semi-
analylical methods will be appropriate far preliminary analysis. Otherwi e, G nay need
to proceed to more complex nummierical maodels for analysis of the sitc.,

The introductory screen of the Choice Algorithim is illustrated in TUigure S. The logic
employed in this algorithm is given in detailed flow chart form in the first tochnical report
(Medina and Jacohs, 1993). The first menu of the algorithm is presented in Figure 10.
If the user selects choice 5 from the menu, the next screen (Figure 11) prompts the user
for responses in order to determine if analytical solutions are inadequate.
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Prens ENTER to Continue ... ]

Figure 9. Choice Algorithm

This wodulc alds in sclection of a wodel appropriate for
the site hudrogealogy and method of dispusal of the wastes,
It is applicabic far cither determinietic o Mants Carlo
analysis of the cowtanination risk. The selection process
cualuates modnls based upon analytical, memi-analytical and
fully numerical molutions to the governing oquations,
subjcct ta appropriate initia! and boundary conditions. ’
The selection of models may be accomplished with muailable
data or qualitaiive information on the waste site.

ENTER your selection:

Figure 10. First Menu of CHOICE Algorithm
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u? vhile

~NeoU A

if ANALYTICAL SOLUTION is clearly inappropriate

according to currently available data.

1. Yhe horizontal extent of the region of interest in the
aquifer is KNOWM to be near (say 258 ft.) to a distinct. ;
hdrogeologic boundary, such as an intersecting river,
aquitard or distinct inhomogencity iu the medium,

Z. The region of interest is in an aquifer that is distinct
from the aquifer directly affected by the site, For )

1 example, a site may ispact a shallow wvater table aquifer !

the region of interest for modeling is in an

: underlying system scparated by an aguitard.

{ 3. Contaminant of interest is an immiscible liquid in vater;

; or has a specific gravity significantly different from

. that of water.

Flov {n the sicinity of the site is strongly affected bgi
puaping wcils or other hydraulic controls.

Impacted aquifer is a fractured rock system.

Source input must be treated as a slug injection.

NOHE OF THE ABOVE apply.

T

e
i
4

FENTER your selection:

Figure 11.

Query On Applicability of Analytical Solutions

If the user responds with choice 4 (flow strongly affected by pumping wells), then
models based upon analytical solutions are clearly inappropriate, and the next screen
checks for the utility of semianalytical solutions.

;” affected

o Check for utility of semi-analytical solutions:

1. Aquifer can be characterized as wot drastically
inhomogeneous in region of interest, but may be

by comstant head bourndaries or pumping

wella. Sources mey bhe points, punds or wells. j
2. Systems other than as describ=d in 1. g

ENTER your selcction:

Figure 12.

Applicability of Semi-Analytical Solutions
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For complex inhomogeneous systems, the user would select (2.), and the
algorithm would then proceed to the numerical models (Figure 13).

Conplex conditions at the site require analysis with a
numerical model. The options include MOC and RANDOM WALE.
RANDOM UALK has a 49x40 maximun grid size. The MOC grid
has a 28x20 limit for solute transport. Select the most
reprecentative site candition below.

Enter selection -—>

Figure 13. Selection Among ‘Two Numerical Models

in many permitting applications use of a contaminant transport medel to analyze
contamination risk will require estimation of tha rate of leaching from a source, which is
itself a complex phenomenon. To provide for calculation of leaching rates, the
Hydrologic Evaluation of Landfill Performance (HELP) Model (Schroeder et al., 1984) is
provided., This program was developed to facilitate rapid, econcmical estimation of the
amounts of suiface runoff, subsurface drainage and leachate that may be expected to
result from the oneration of a wide variety of possible landfill designs. Thus the authors
caution that the model "should not be expecied to produce credible results from input
unrepresentative of landfilis.” The Choice Algorithm thus includes the option of calling
the HELF model t0 establish leaching rates, modified to allow a fixed amount of rainfall
so that the model can previde a rough simulation of leaching resulting from spray
irrigation. In these calculations the results can also be used to calculate a rough,
conservative approximation of vadose zone attenuation, given knowledge on the half-lite
and distribution coefficient of the contaminant species.
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An important limitation of the HELP model is its assumption that the layers in the
design are horizontally uniform. This assumption may not be valid for some iarger sites.
Further, the method has not been tested for types of sites other than hazardous waste
landfills. When used in such situations the model output should be carefully examined
and compared to estimates derived from other sources.

Other limitations are inherent in the simplifying assumptions used in the model
development. These are primarily of importance in relation to culculation of daily and
peak values (which are generally not of direct concern in the applicaticn of analytical
ground water transport medels). Infiltration through the surface is computed using the
8CS runoff curve number technique. The actual rainfall intensity, duraticn and distribution
are not considered. Factors such as slope and surface roughness, which would be
important if individual rainfall or storm events were used, ara considered cnly in the
context of the fand management factors used in the selection of the SCS runoff curve
number. In calculation of evapotranspiration, the model does not use actual daily
temperature and solar radiation values. Instead, mean daily temperature and solar
radiation data are used. Similarly, daily leaf area indices are interpolated from 13 values
scattered thrcughout the year. As a result, calculated daily evapotranspiration values may
be quite different from actual daily values. However, computed and actual mionthly and
annual totals of the daily evapotranspiration should be similar.

The model also assumes that the characteristics of the landfill do not change with
age, and that the oniy eftect of vegetation on the scil characteristics are those shown
threcugh the SCS runoff curve number. Barrier soil layers are assumed to remain
saturated, and percolation through barrier layers is not restricted or aided by segments
below the barrier soil. Finally, the model assumes that surface runoff does "ot occur, and
that the water table is below the landfill. In summary, the HELP rmodel represents a
compromise to reduce the difficult question of hydrologic performance of J landfill to a
manageabie scale. Data input for the HELP model is interactive. Wiien the program
starts it first prints a header, and then asks the following:

DO YOU WANT TO ENTER OR CHECK DATA OR TO OBTAIN OUTPUT?
ENTER 1 FOR CLIMATOLOGIC INPUT,

2 FOR SOIL OR DESIGN DATA INPUT,

3 TO RUN THE SIMULATION AND OBTAIN DETAILED OUTPUT,

4 TO STOF THE PROGRAM, AND

5 TO RUN THE SIMULATION AND CBTAIN CNLY SUMMARY OUTPUT.

The program will return to this question each time it completes a portion of the
program. For use in the advisory system thie user will typicaliy wish to enter soil or
design input data (2), enter climatologic data (1), and then run the simulation to obtain
only scummary output (5). Choosing (4) will res<ilt in exiting from HELP, then proceeding
tc any of the other transport models requested.
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2. Direct Seiection of Models

The system aiso provides an option for direct user selection of a medel. For
the more sophisticated users, this is the most efficient way to gain access to a specific
model. The direct selection menu is presented in Figure 14.

MENU OF MODELS

W
. Odast: 1-0 transpont model

. Tdast: 2-D transpont model

. Plum2d: 2-D ransport rnodel

L DUPVE: 2-D transport model, unconfined

. EPAGW: 3-D EPA Monte Carto ranspon model

. EPASF: EPA Monte Carlo...impact on surface water
. LTIRD: 2-D radial transpornt model
SEMI-ANALYTICAL MODELS

8, RESSQ: 2-D complex velocity potential model
NUMERICAL MODELS

9. USGS MOC: Method of Characteristics model

10. RNDWLK: Random Walk soiute transpot model
11. USGS MODFLOW: 3-D flow model

12. USGS SUTRA: 2-D transport model

13. BIOPLUME ii: 2-D transport model

14, EXIT TQ MAIN MENU

OO LW -

~

-'.i-f-i"-",-"'..' Please Press The. Number of Your Choige and-Eilers- 7 14

FPigure 14. Menu for Direct Selection of Models

Figure 15 presents the menu for uncertainty analysis and optimization. Once a
specific transport model is selected, an estimate of the distribution of the contarinant
concentration is needed to assess the risk associated with a site. A major problem in
determining the risks of any site is related to the uncertainties assoriated with model
parameters such as the leachate release concentration, and the hydraulic conductivity.
In most cases only the mean and variance of the distributions of the individual
parameters are known. To incorporate model parameter uncertainties, approximate
solution techniques may be used. Mathematical simulation and Monte-Carlo simulation
are used to estimate the output distributions. A probabilistic assessment of the
groundwater contaminant concentration and its corresponding error can ther be used
to address the risks associated with a specific site. Regulatory actions nr remedial
decisions based on this approach can be significantly different and more realistic from
those based on a deterministic estimate of groundwater contaminant concentrations.




In the menu above, there are entries for five numerical models (three in addition
to two previously documented by the authors in the first report, Reference ): MODFLOW
{McDonald and Harbaugh, 1988), SUTRA (Voss,1884), and BIOPLUME Il (Rifai, et
al.,1987). Thesa numerical models are included in the advisory system for the modeling
of complex hydrogeclogical environinents. These software packages are in the public
domain and at least the first iwo are widely uzed in groundwater studies.

MODFLOW is a modular three-dimensional finite-difference groundwater flow
model. It can be used to simulate two-dimensional areal or cross-sectional, and quasi-
or fully-three-dimensional, transient flow in anisotiopic, heterogeneous, layered aquifer
systems. The program is written in modular form. It consists of a main routine and a
series of highly independent subroutines called "modules." These moduies are grouped
into package which address ihe general use of the model, specific features of the
hvdrologic system, or particular solution teehniques.,

SUTRA simulates fiuid movement and the transport of either energy or dissolved
substances in a saturated-unsaturated subsurface environment. The hybrid finite-element
and integrated-finite-difference method is used to approximato the two-dimensional
governing equations. SUTRA flow simulation may be employed for areal and cross-
sectional modeling of saturated groundwater flow systems, and for cross-sectional
modeling of unsaturated zone flow. Solute transport simulation may be employed to
model natural or man-induced cheinical species transport including processes of solute
sorption, production and decay, and may be applied to groundwater contaminant
transport problems and aquifer restoration designs.

BIOPLUME Il is a two-dimensional model for simulation of transpoit of dissolved
hydrocarbons under the influence of oxygen-limited hiodegradation. The code also
simulates reaeration and anaerobic biodegradation as a first order decay in hydrocarbon
concentrations. The modei is based on the 1987 version of the USGS two-dimensional
method of characteristics transpo.. model by Konikow and Bredehoeft. It computes the
changes in concentration over time dus o convection, dispersion, mixing, and
piodegradation.

Once a model hac been selected by either of the above processes, the system
will proceed to run the model, automatically invoking the appropriate input data pre-
processor. This is a program designed to faciltate preparation of the necessary data.

On exiting the preprocessar, control will shift to the actual transport model. If in
Monte Carlo mode, you may be asked to input & randorn number seed at this stage. The
model iterations wili then be coimmenced, with an iteration counter displayed on the
screen and a bell sounded when finished. Execution time is highly dependent on the
particufar model and data configuration. However, it is recommended that at least 500
Monte Carlo tuns should be used to huild up an accurate picture of the cumulative
frequency of contamination risk.




MENU G MODE LS

UNCERTAINTY ANALY SIS MODELS

1. Odast In Morile Carlo mode: 1 D runsport model
2. Tdastin Monte Carfo mode: 2-D transport mode|
3. USGS MOC In Monte Carlo made

OPTIMIZATION MODIE:LS
4, OPTIM: Oplimizatlon demo piogram
H. Optimlcation program tor well location

8. EXIT TQ MAIN MENU

0 Pledse Rrass The Numbar of our Cholce affartmer:. s

Figure 15. Uncertainty analysis ond optimization

Foillowing the successful completion of a model application several things will
happer . the data will be stored or displayed as appropriate, graphics will be displayed,
and finally the user will be returned to the Level 1 menu, with an option to rerun the last
applied model. Note that this option will query whether the user wishes to change the
contaminant studied and concentration level.

The graphics display will depend on whether the model has been run in the
deterministic or Monte Carle mode. In either case, nlots are provided only for the last
tfime step modeled, although data from each time step specified will be incorporated in
the output file. In Mente Carlo mode, for each cbservation point the data will be sorted
into ascending order and the probability of exceedance of the standard calculated. A
cumulative frequency plot is then displayed.

in deterministic mode, a three-dimensional perspective plot of the contaminant
plume will be displayed for the two-dimensional analytical solution models. However,
this option is valid only if the grid dimensions are at least 2 x 2. This plot is interactive,
and the user may display a regulatory standard level, and change caler and fill design.
Specifying a fill color of O results in a line drawing of the plot, which is usually best for
obtaining a print on a single color printer. The user also has the option of recalculating
the perspective plot after rotation, scaling or translation operations. The semi-analytical
model, RESSQ, produces a special plot of the flow lines and pollutant fronts, followed
by plots of concentration development at specified observation points.
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F. INPUT/OUTPUT DATA FORMATS FOR SPECIFIC MODELS

In the following sections suggestions are providea on the use of component
models in the system. In each case, the following items are addressed: 1) applications
of the particular model, 2) imitations of the model's approach, and 3) details of data
input and output.

1. ODAST

The program ODAST evaluates the one dimensional anaiytical solute
transport solution considering convection, dispersion, decay and adsorption in porous
media (Javandel et al., 1984), The program has been modified to facilitate Monta Carlo
analysis, The solution method can thus handle many types of transpart conditions, and
is also numerically stable and executes very fast. The idealized situation from which the
solution arises is as follows: the model considers an infinitely long column of a
homogeneous isotropic porous medium, with a steady state uniform flow (constant
seepage velocity). A particular solute is injected from one end of the system for a period
of time such that the input concentration may vary as an exponentiai function of time.
The value of concentration may then be calculated at any time t and distance x from the
injection boundary. In the field, such an idealized situation could be represented by an
infinitely long ditch of contaminated waste water fully penetrating an infinitely long
confined aquifer, with the ditch cutting the aquifer perpendicular to the direction of flow.

The idealized situation described obviously does not exist in the real world.
However, the solution provides a valid approximation in many cases. As with most
analytical sclutions the assumption is made of isotropic, uniform, steady state regional
flow. This will often be a reascnable approximation of actual flow conditions. Likewise,
the assumption of a confined aqguifer may provide a reasonable approximation for
analysis of phreatic aquifers if the flow regime is not strongly altered by the rate of tuid
input from the source, and the saturated thickness ramains approximately constant, Even
where the caturated thickne=s is to some extent variable over time use of the average
saturated thickness will enable analysis of average contamination risk. This approximation
will be particularly valid for analysis in the Monte Carlo mode. In the Monte Carlo mode
the input concentration and regional flow velocity both become random variables, and
the cumulative frequency estimated over these and other random parameters shiould
provide a reasonable estimate of the average risk. However, if the source itscif
contributes fluid that becomes an important factor of the flow regime (so that radial flow
from the source is established), the confined aquifer assumption becomes inappropriate,
and the phweatic surface will move in response to the source input. This condition is
tested for in the CHOICE algorithm. Another model, DUPVG, may be appropriate under
these conditions.

Real sources will not be of infinite length; however, the one dimensional solution
provides a reasonable approximation for finite sources if the observation point is
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sufficiently near the finite width source so that the effect of the source edges will be
minimal. For instance, if a source has a lateral extent of 200 feet and the perimeter of
compliance is 50 feet from the source, the one-dimensional solution is likely to provide
a reasonable (and conservative) approximation of contamination risk along the axis
extending from the center of the source (but not near the source edges). The exact
distance to which the one dimensional solution can be carried downstream from a finite
source without introduction of unacceptable error will depend on the interaction of all the
forces controlling the flow regime.

The method can also be extended to cover input configurations other than the
ideal ditch perpendicular to flow. Many situations of interest will involve large areal
surface applications of wastes. Modeling the actual distribution of contamination in such
cases is a complex process. However, solutions such as ODAST may be appropriate
given certain assumptions. The first step is to calculate the rate of mass loading at tha
water table surface, after any vadose zone attenuation. We must then make the
assumption that the substance is more or less instantly vertically mixed in the aquifer.
Such an approximation is of course more valid for relatively thin surficial aquifers.
(Generally, when the dugree of vertical penetration is a significant factor in determining
plume development, a three-dimensional solution, such as EPAGW, must be employed.)
This constant areal input must then be represented as a line source at the downflow
edge of the area. To do this one can make the simplifying assumption that the whole
aquifer volume beneath the landfill is thoroughly mixed by the time flow reaches the
downstream edge of the source, and calculate an edge concentration based on the
loading diluted by the regional flow. (The concentration at the edge of the aquifer will
thus have a maximurn possible value equal to the leaching concentration.) Such an
approach is most applicable where the loading is approximately constant over the whole
area. (An alternative is to model the areal source as a Gaussian source, maximum at the
center and declining towards the edges. This option is provided by EPAGW.) Model input
provides options for calculating concentration in this manner, or for direct input of the
concentration at the source edge.

The nature of the solution, and the additional assumptions that may be needed
to ecmploy it, as indicated above, introduce a number of limitatiens in the applicability
of the model. First, ODAST is clearly inapplicable when the source cannot be modeled
as laterally approximately infinite in terms of the point of interest. As with all analytical
solutions, the model will 110t be appropriate where there is a significant deviation from
the conditions of uniform, steady-state regional flow. However, minor violations of these
conditions will not have impartant effects on the general analysis of contamination risk,
and the model will also be valuable for initial analysis when non-uniform flow is
suspected, but not fully documented. The solution also assumes a semi-infinite flow
regime, and thus cannot take into account aquifer interactions with constant head
boundaries, such as rivers. The CHOICE algorithm suggests avoiding use of this type of
analytical soluticn when the perimeter of compliance or other point to be modeled is
within 250 feet of a fixed head boundary. Limitations that are more difficult to assess
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involve the assumptions that vertical concentration gradients can be ignored (full mixing),
and that the scurce can be modeled as a uniform strength line. Clearly, the solution
cannot be used for liquid contaminants that are not fully miscible and tend to float or sink
within an aquifer. Further, ODAST may result in underestimation of contaminant risk at
the aquifer surface if full mixing does not occur.

The preprocessor deveioped for ODAST is in a user-friendly format that is used
for most of the models in the system, This consists of presentation of a number of
screens, with input siots to be tlled. The data to be input for ODAST are as foliows:

NUMX: Number of points modeled in the X direction, which establishes the
1-dimensional grid. From 1-18 points may be used. Grid size does not affect soiution.
The X direction is coincident with the regional flow vector.

NUMT: Number of time steps for calculation.
OL: Longitudinal dispersion coefficient.

V0: Mean pore water velocity of the regional flow. This can be estimated from the
average observed flow velocity, v, as V,=v/P, where P Is the porosity of the medium.

R: retardation coefficient, = v/v,, where v is the velocity of the regional flow and
v, the apparent velocity of the contaminant. If we assume reversible linear adsorption, R
can be estimated as:

Ka Po

A 1 o

(1)

where K, is the soil-water distribution coefficient, p, is the soil bulk density and ¢ is
porosity. For this model, soil bulk densities are not explicitly considered, and the user
must input a computed value for R. The value of K, will also vary with the type of the
rnedium, particularly the organic carbon fraction of the soil. Values of K, are typically
reported as K, where K. is the distribution coefficient normalized to organic carbon.

ALAM: The "radioactive” decay factor of the contaminant in the saturated medium.
The rates can he altered to additionally reflect biodegradation and volatilization where
information is available. Rates are 1/days.

ALFA: Similar to ALAM, but represents the rate of decay of the source strength.
Specity ALFA=0. for ccnstant source strength.  An example of the modeling procuss is
iliustrated in the following figures. A user-friendly menu-driven preprocessor has heen
created for ODAST. This preprocessor allows a user to create and/or edit data files. The
preprocessor can be excuated by invoking the “Input Data" option in the top menu of the

14




shell screen.

Figure 16 shows the help file for the ODAST preprocessor. Users can

obtain documentation about the input format and detailed explanation of variables.
Figures 17 through 21show the sequence of sceeens during the modeling process. The
messages displayed on the screen sheuld guide the users to enter proper responses.

.

UDAST  Tnput

L ﬂumber of - »poettions Cmoximum 18). ¢

~'6.'Sth value ‘of diatance from the goirce -

. The prograf: bnnsr euqduutes the one dlmnalonal analgtlcul
calute trnnaport wlution comlderinb adupction; dlsperalon,
‘ .

of dintonce [‘mm the. sturce .
of distance from the: source - -
‘of ‘diatance rom, the source
of "distan¢e from the source’

7. °6th-value of distance from the source,
i ’ l‘r'om‘thef.so_u'r e

T TR

W BAL T F Help T RE FI Gloee

Figure 16. llelp file for ODAST Preprocessor
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b
L.Mumber of x positions [15] [, 18 T ] ke
Ualues of distance x [rom the sourcelm)INf. 41: i
2, 1st : MR O 2d c FEEEICE 4 Ord o EMEEIEE
5. 4th  NEEEYER 6. Sth 0 SEENGHEE 7. oth - KRICER
IR " 213°4 PENEUS N . - 243.5 BEUNRGHE . 274.3 )
MU 304.0 QEEVRRTUN . 1572 QRUNRFIE " 605.6 |
14, 0th: SRR 15, (4th: EENEICK 16, 15th: LAY
IVRBTATE - 1219.5 QEUNEWIN - 1370 QRUNENSN , - 1524 .4

1"“ -‘v.--\n:
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Figure 17. Input data set 1 for GDAST
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1.Dispersion coefficient in m*2-day [D19.4]

2 .Seepage velocity in msday [D10.4]

3.Retardation factor [D10.4] [ a5
4. lPertod of solute recharge in years [D16.4] [ 36, ]
5.Sofute decay constant fD10.4] IEEEEYRN O
L 6.Source decay constant [D16.4]

Figure 13. Input data set 3 for ODAST

ENTER CONCENTRATION vo: 1.0

8 ENTER NI 0f CONTAHINANT (ND
: UMIT UF CONCENTRHTION o.g, TCE (mgs1): ICE

: BYTER SITE NKE: Hill

Figure 19. Screen for Fntering Concamivnant Name

: Screen output options include graphing the breakthrough curve (Figure 20) or
! viewing the actual output file printed by the transport model program (Figure 21}, Both
of these screen options can be sent to the printer also using built-in utilities.




IV UDAST: Concentration Profile
TCE SITE: Hill
0.70
IR
0.60 - '
0.50 (—
0.40 |-
3.30 —
0.20 -
8.10
| 0.00 - - ! T A
[¢] 200 100 Hhe0  HOO 1008 1,00 1400 160G
| DISTANCE IN HETERS
D

Figure 20. Graphical output from ODAST

- CONCENTRATI
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Figure 21. Option tor viewing the output file
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2. TDAST

The model TDAST evaluates the two-dimensional solute transport case with
an analytical solution, considering convection, dispersicn, decay and adsorption in
porous media (Javandel et ai., 1985). The idealized conception of the model is related
to that of ODAST, but covers another important class of cases. As with TDAST, we
assume conditions of steady-state, uniform flow in a confined aquifer. The source is
again assumed to be fully penetrating, but in this case is of finite lateral extent (normal
to flow), as in the case of a fully penetrating ditch of finite length. Thus TDAST is
applicable in conditions similar to those applicable for QDAST, except that here the
observation point is far enough from the source boundary so that the effects of the
source edge and transverse dispersion must be taken into account in the approximation.
By using the same techniques as described above for ODAST, TDAST may be applied
to constant areal waste sources. In such a case, ODAST would be accurate for analysis
near to the center of the source edge, while TDAST could be used for such a location
and also locations nearer to the source edge, and locations further away from the source
boundary. In general, the numerical stability and speed of ODAST make that solution
preferable where applicable. TDAST is also useful for analysis of contamination resulting
from simaller souices.

The same generai limitations apply to TDAST as apply to ODAST, except that
the effects of lateral source geometry and transverse diffusion are explicitly considered.
That is, the approximaiions of full penetration (vertical mixing) and uniform, steady state
flow must also be met here. TDAST also assumes that the source is aligned normal to
the regional flow, although the solution could readily be altered to take into account other
geometries. An important practical limitation of the present version of TDAST arises from
its use of a numerical technique to evaluate an integral. Presently TDAST uses a
Gauss-Legendre polynomial method for this evaluation, making use of the same
subroutine employed in the models EPASF and EPAGW. The number of terms in the
polynomial evaluation ray be set by the user, up to a certain limit. The solution routine
begins with a lower number of terms and incremenis the number until the solutions
converge (within 1%), or the limit is reached. Under certain conditions adequate
convergence cannot be achieved within the limits available in ihe numerical integration
scheme, which will result in the display of a waming message. in general, lack of
convergence will be encountered when the ratio of Vi/X becomes much greater than 1
(where V is velocity, t is time and X is distance). This means that TDAST provides
accurate calculation of the time period during which concentration increases at a given
point, as the plume breakthrough occurs, but loses accuracy at a given point as time
increases past breakthrough, resuiting in underestimation of corncentrations. However,
this is merely an inconvenience for analysis, as the solution should approach a
steady-stale concentration before numerical instability overwhelms the solution. The user
should thus fine-tune ihe application to avoid this problem. This can be done for the
desired time step by climinating those observation points that are well behind the
breakthrough cunre of the plume.
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TDAST shares a similar preprocessor to that nf ODAST. Figure 22 shows a typical
screen from the TDAST preprocessor. The data-input format is thus essentially the same
as that for CDAST, described above, with the addition of the following variables:

NUMY: Number of Y positions in the grid. Observations will be calculated at all
combinations of NUMX, NUMY and NUMT.

NNS: This sets the accuracy of the numerical integration scheme used by TDAST,
by choosing the degree of the polynomial foi the Gauss-Legendre method. NNS selects
the nth digit from (4, 8, 6, 10, 15, 20, 30, 40, 50, 80, 104, 256). Increasing NNS improves
accuracy but decreases speed. NNS=8 seems tn provide a good compromise value with
which to start, but may be changed at will. If convergence warnings appcar on screen
during run time the user should try increasing the value of NNS.

DT: Transverse dispersion coetticient.

A: Half-length of the source, being 1/2 of the lateral extent of the source normal
to the direction of flow.

TPASY  Input

(TERRARANTY j T : AR R WA E R R R LR AR AR AN R R AR,

BT it
.

1.longitudinal dispersion coeff.(m"2/d)[E10.4]

(1.
2.Transverse dispersion coeff . (n"2/d)(E10.4] X RRTIER
3.Pore water welocity (msd) (E10,.4]

4 Half length of source (m) {E10.4]
5.Radioactive decay factor (1lrday) [E16.31

6.Retardation factor [E10.3]

7.Decay factor of the sowrce (irday) [E10.3]

Alt-X Exit F4 Help AIt~F3 Close

Figure 22. [nput data set & for TDAST




cH PLUM2D

The model Plume 2D (van der Heijde, 1985), here referred to as PLUM2D,
is an analytical model for calculation of the tracer concentration distribution in a
homogeneous, non-leaky confined aquifer with uniform regional flow. The solution
method is based on the Hantush Well-function, in which the Well function flow solution
for a leaky confined aguifer is applied by aralogy tc account for transport and dispersion
in a non-leaky confined aquifer. Scurce strengths are assumed constant, but the solute
may be subject to adscrption and radioactive type decay in the porous mediuin.

An important advantage of this methed is that it can readily treat multiple point
sources, which sources may have been operational for differing amounts of time. This
enables PLUM2D to ireat certain situations that cannot be handled by other Ciialytical
methods. The solution is based on an idealized situation, in which solute 1s introduced
into a fully homogeneous confined aquifer through one or more fully penetrating wells
in the presence of regional two-dimensional, horizontal ground watzr flow. The injection
rate from these wells is considered to be sufficiently small that it does not alter the
regiona! flow pattern. Thus the model is most applicable to the case of injection wells
with relatively low injection rates. However, PLUMZ2D can also provide a reasonable
approximation for other situations. That is, suiface sources can be modeled as fuily
penetrating sources if the assumption is made that the solute is fully mixed in the vertical
direction socon after its introduction into the aquifer. Further, the solution method is
approximately appropriate for use in a surficial aquifer, when the saturated thickness is
relatively constant, and the leaching rate from the sources is of a small enough
magnitude such that it does not affect the regional flow regime through mounding.

in incorporating the model into the system we have provided a complete
preprocessor and equipped the model for Monte Carlo simulation. To account for the
correlation of the various parameters controlling the regional flow regime these are
generated from simpler, underlying variables (see discussion of EPAGW for more
details). However, user option is also provided in the Monte Carlo mode for direct input
of hydraulic conductivity and dispersion values.

As with many of the other two-dimensional analytical models incorporated into the
system, use of PLUM2D is limited to cases where it is reasonable o mode! the aquifer
as if it were a confined aquifer with fully penetrating sources. These sources are treated
as point sources, and thus the mode! is applicable to areal sources only where these can
be treated as clusters of point sources. The model further assumes that source strength
is constant, once initiated, and cannot handle situations in which the strength of the
source is decaying over time,

As with most models in the system, we have provided a standard format

preprocessor for PLUMZ2D. The user is provided with an option to specify input in either
metric units [in, day] or English units [U.S. gallon, ft., day]. Data input is as follows:
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UNITS: User optinn to select English or metric units.
TITLE: Title to be used for output.

NPTS: Number of solute injection wells specified, or other sources that can be
approximated as injection wells. Up to 10 may be used in the presert configuration of
the model.

NOBS: Number of observation points for Monte Carle simulation (up to 5). These
are the points at which cumulative concentration frequencies will be calculated, and are
in addition to the griddec calculation of concentration. Faor dsterministic rnode this
variable is not needed.

NX: Grid dimension for calculation, number of nodes in x-direction. As this is ari
analytical solution, for Monte Carlo simulation a very sparse grid may be specitied if
interzst is in only the frequency of ccnceritrations at the observation paints, rather than
plume development, Specifying a sparse grid will greatly speed execution, The X axis is
assumed to be coincident with the direction of regional flow. NX can range from 2 to 20.

NY: Grid dimension for caiculation, nurnber of nodes in y-direction. Range 2-20.

IRAD: User option to include radioactive decay (1=yes, 0=n0). As in other
models, decay processes such as hydrolysis can often be modeled as radicactive decay,
it an effective "half-life" can be established. PLUM2D does not include the ability to model
hydrolysis based on pH, with pH specified « -~ a random variable.

MODE: User option for Monte Carlo simulation. Set Mode=1 1 generate K from
underlying variables of particle size and gradient, set Mode=2 to estimate K as a
log-normal distribution independent of particle size.

XS: X-coordinate of origin of grid, in appropriate units. Range 0. to 500C.

YS: Y-coordinate of origin of grid, in appropriate units. Range 0. to 5000.

DXOB: Grid snacing (interval) in the X direction. PLUM2D thus specifies an eveniy
spaced grid.

DYQOB: Grid spacing in the Y direction, may differ frori DXOB and is typicaily
smaller than DXOB.

V: Average Darcy velocity of uniform regicnal flow, in the appropriate units,
caincident with x axis. Required in deterministic mode only. In Monte Carlo mode V is
generated from underlying hydrogeclogic variables.
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M: Average aquifer saturated thickness, which is assumed constant.

o3

P: Effective pcrosity(as a fractiorn). Required in deterministic mode only. '

- N

L: Longitudinal dispersivity, in units of length. Note that this model requires input
of dispersivity, rather than dispersion coefficients.

T. Transverse dispersivity, in units of length. ’

e T

SR

].;;# RD: Retardation coefficierit. RD= V/V_, where V is the regional velocity and V., the
';; apparent velccity of the coniaminant. Thus RD must be = 1. Enter RD=1. for no
retarciation.
)

o HL.. if radioactive decay has been specified, enter half-life, in years.

‘\Qg

N The next eight variables are required only in the Monte Carlo mode:

& ITER: Number of iterations (runs) fur Monte Carlo mode. ITER is recommended )
- to be set to at least 500 to provide adequate definition of the frequency histogram

3 However, the user will usually wish to first test model performance by setting ITER to a

@ smaller number.

CVI.: Coefficient of variation of ieachate (injection) concentrations, where the
coefficient of variation is the standard deviation divided by the mean. The injection
concentrations are modeled as a normal process.

TH(1), TH({2): The mean particle size is modeled as a log-10 uniform prucess,
measuredi in centimeters, TH(1) i the maximum «f the range of the mean, while TH(2)
is the minimum. Thus TH(2) must be < TH(1). '

GR(1),GR(2),GR(3). The hydraulic gradient is modeled as a triangular distribution,
in which GR(1) is the most likely value, GR(2) the mirimum value and GR(3) the
maximum value. The ronge of GR is restricted to 1.0=-5 to 0.1, expressed as lengih per
length. )

CVD: Coefticiert of variation for dispersivities, applied to both L and T.

CVLNQ: Coefficient of variation of leaching (injection) rates. If the HELP model
has been applied to thia site the observed coefficient of variation from the HELP resulis )
will be reported.

DKLN: Required only if MODE is set to 2, and hiydraulic conduciivities are to be
independently generated. DKLN is then the mean of the natural log of hydraulic
conductivily, in cm/sec. )



DKLNV: Standard deviation of mean LN hydraulic conductivity. Required orily if
MODE is set to 2.

DATA SET 1: OBSERVATION POINTS. Required only in Monte Carlo mode. For
sach observation pcirt specified by NOBS the user must enter the x and y grid index
(IXOBS and 1YOBS).

DATA SET 2. INJECTION WELLS. For each injection well, or source modeled as
an injection well, the user must enter the following values:

X: x grid coordinate of the source.

Y: y grid coordinate of the source.

Q: injection rate of the source, specified as gpd or m®/d, as chosen by UNITS.

C: solute concentration of injection, as mg/l or ppm.

TIME: time since start of injection (operation) of this source, in days.

Figure 23 is the main menu for PLUM2D. To choose an option, simply type the
number of the option and press the enter or return key. Figure 24 is the menu that

allows one to edit groups of data. As each group of data is edited, variable names and
values appear on tha screen. Figure 25 is an example of graphical cutput,

#14 PLUMZD  PREPROCEGSOR MAIN MEMU

Data preparation options for Flume-2D

Prepare a new data st . . . . . .. 1
Edit current data set . . . . . .. 2
Input dota set from aite Fifle . . . 3
Sauw: data set for future upe . . . 4
Show HFLP sereen . . 0 0 0 . o L L 9
Exit preprocessor und run model. . . b

Termimate sesgion . . . ., . 7

ENTER SMLFCTION:

Figure 23. Main menu tor PLUM2D




*
=
M %2  PLUMZD EDIT SCREEN SELECTION
X Select a screen you want to edit or review. and enter its number.
A8 cards nusber
k.2 card 1, Title . . . .. . o0 0001
cad 2. Contvol card 1. . . . . . . 2
cardt 3. Comtrol card 2 frid) . . . 3
card 4, Hydrogeolosgy card . . . . . 4
caxd 5. Honte Carlo contmols, | . )
data a=t 1. Ubserwition points. .. b
data set Z, Injectionwells . . . . . . 7
(4]

A1l cards in sequence .

Selection (RETURN to exit):

Figure 24, KDU sareen solection Lor PLUM2D

texl Conceniratlon
FLUMZD TEST DA

todel PLURZD

Standard: 4.9

Figure 25, raphical oulput from PiUM2D
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4. DUPVG

The above two analytical models are limited in their use to situations in which the
aquifer can be medeled as approximately equivalent to a confined aquifer. Serious
problerns with this assumption arise when leaching from a source is of sufficient volume
relative to regional flow to create a significant radial flow component. The source then
serves not only to introduce contamination, but also alters the flow regime, and the
aquifer will possess a moving free surface. The significance of such effects is estimated
in the CHOICE algoritnm by a preliminary calculation of ground water mounding resulting
from the source. Where significant movement of the free surface is expected few
analytical soiutions are available. Model DUPVG pravides a solution for a particular class
of these problems (Volker and Guvanasen, 1987, Guvanasen and Volker, 1982).

DUPVG is a two-dimensiorial model in the X-Z plane, considering the longitudinal
and vertical distribution of the contaminant. The geometry is thus an extension of the
one-dimensional case. The source is representad as an infinitely long recharge basin of
a fixed width which contributes a constant raie of recharge to the aquifer. The aquifer is
assumed to be symmetrical in X about this source, and bounded by a constant head
drain at a fixed distanco, and there is assumed tu be no pre-existing regional flow
pattern. This enables the calculation of an approximata velocity distribution within the
saturated zone, and thus contaminant distribution. Tha assumption of an infinitely long
recharge basin implies that this madel will be appropriaie when the point ot observation
is sufficiantly clase to the source so that the effect of finite lateral extent ot the source is
unirmportant, as in the application of ODAST. DUPVG is thus particularly important for
estimation of plume development near to a large areal source which contributes
significantly to the flow regime, such as surface irrigaticn systems.

it should be reemphasized that the only flow considared by DUPVG iz that
induced by the source. Thus dispersion is the only mechanisin for dilutior of the source
concentration. As decay is not considered, this means that if DUPVG is run jor a
sufficiently long time it will eventually "flood out" the aquifer with water at the source
concentration. [t is thus not particularly usefut to run the model for pradictions at a given
distance if the time involved is sufficient so that water at source concentration has fully
occupied this paint - for in this case the prediction is merely that the concentration is
equal fo the source concentration. A rough estimate of the occurrence of this
pheromenon is wher

QAL
LT N ¢ (2)
7.48 snA
wiere Q is the areal leaching rate in gallons per day per square foot, A is the hali-width
of the sourco along the direction of flow, in feet, t is time in days, s is the initial saturated
thickness, in feet, nis porosity, R is retardafion coefficient (v/v ) and x is distance to the
observation point in feet. Where this inequality holds the controlling criteria for




concentration predictions will be the determination of Q, and any vadose zone
attenuation of contaminant load. The analyst may alsc need to consider whether any
processes of decay or dilution by regione! flow, which cannot be considered by this
model, may have a significant effect.

in order to derive the analytical solution a nurmber of important simplifying
assumptions were made, and the user should be aware of the implications of these
assumptions. The solution method first assumes that the rise of the free surface is
substantially less than the initial saturated thickness of the aquifer (tests of this condition
are made in the CHOICE algorithm). Based on this premise it is assumed that:

(1) The unsteady free surface can be approximately described by a streamline,
which implies that the flow pattern is equivalent to the confined case, but with an a priori
unknown upper boundary.

(2) Near the source, streamline and equipotential functions change little with
time, so that the transient velocity can be described by a steady state distribution
modified by a simple time function.

(3) Further away from the source the velocity fiold is essentially horizontal and
its spatial variation is negligible.

These conditions require that the slope of the free surface is relatively small, and
that the distance to the constant head drain is sufficiently large so that equipotential lines
at the downstream end are vertical. The final solution uses an approximation that is
equivalent to the case where the distance to constant head goes to infinity, although the
near source velogities are first computed using a finite value of this distance. In any case,
the solution method will be aceurate only when the constant head boundary is relatively
far away from the source, Further, constant head boundaries must be assumed to be
distributed symmetrically about the source axis.

The approximate solution employed for the transport equation (S1) is based on
the assumption that the distance to constant head can be extended to infinity. However,
the velocity distribution is first caiculated without this approximation. Thus the solution
method should provide an accurate estimation of the average position of the front.
However, when the constant head boundary is closer to the source the vertical
distribution of concentrations may not be accurate.

Other important fimitations are obvious from the nature of the solution. The
methad cannot take into account any regional flow other than that induced by the
souice. Further, the method treate only conservative substances, which may be retarded
but are not subject to decay.

The preprocessor for DUPVG shares the similar format as that of ODAST and
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TDAST, and information given in the discussion of QDAST is relevant to the DUPVG
input file. The data to be input are as follows:

NUMX: Number of points modeled in the X direction, which establishes the
1-dimensional grid.

NUMZ: Number of points modeled in the vertical, Z direction, counting downward
from the top of the saturated zone.

NUMT: Number of time steps for calculation.

NNS: The solution requires numerical integration of one simple time derivative.
NS sets the accuracy of the numerical integration scheme by choosing the dagree of
the polynomial for the Gauss-Legendre method. NNS selects the nth digit from (4, 5, 6,
10, 15, 20, 30, 40. 50, 80, 104, 256). Increasing NNS improves accuracy but decreases
speed. NNS=8 seems to provide a good comproniise value, but may be changed at will,

Q: leaching rate from source expressed as gal./ft*-d, It the HELP model has been
run for this site, tho values obtained will be reported here. In DUPVG the source is
conceived as a basin of infinite horizontal extent and finite width.

PQOR: Total porosity of the medium,

B: Thickness of saturated layer (initial thickness). This is used toa calculcte the
initial mixed concentration beneath the source.

DL, DT. Dispersian coefficients.

A: For DUPVQG, this measures the effective width of the "infinite" source along the
X (flow) axis. This is properly the distance from the edge of the source to a flow divide.
As the geometry is assumed symmietrical this is equivalent to half of the width ot the
source in X.

R: retardation coefficient, = v/v,, where v is the velocity of the regional flow and
v, the apparent velocity of the contaminant.

SST: Mean initial source strength, as ppm.

FC: Field capacity (fraction). Porosity = P, + FC where P, is the effective

porosity.

[}

PKW: In DUPVG, an initial estimate of K is required.

»
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AHW: Determination of the slope of the free surface requires specification of
distance to a constant head boundary, assumed to be symmetrical about the source.
Note that for the approximation method used in the solution accuracy decreases as the
observation point becomes nearer to the constant head boundary.

ATTEN: Fraction of the solute remaining after vadose zone attenuation. Ifthe HELP
model has bee.x run a conservative estimate of ATTEN can be calculated automaticaily.
This calculation assumes that the substance proceeds downward through the
unsaturated zone at pulses equal to the saturated hydraulic conductivity of that zone,
subject to retardation, and thus provides a very conservative estimate of residence time.

5. EPAGW

The basic model employed here was developed by the EPA for analysis of
restrictions on land based disposal, and is documented \J.S.E P.A. (1986). The EPA
approach is to model the trunsport of a given substance, subject to hydrolysis and
retardation, determining a downflow dilution factor which is used to back-calculate an
allowable concentration of the substance in a landfill, given a down-flow standard level.
Tc do this, Mante Carlo simulation is undertaken over all the relevant hydrogeological
variables, using a national data set, allowing the formation of generalized regulatory
standards for allowable concentrations within the landfill. The method is carefully
designed to account for the correlation among simulated parameter values. The transport
model employed is Sudicky et al's (1983} 3-D steady-state solution, using Gaussian
quadratura to solve the integral. We have moditied this method in a number of ways.
First, it we assume that the sita characteristics are known, or can be specified by
distributions, the method is raadily inverted, so that the "dilution” factor is used to predict
downstream concentrations from a speciticd source, using the same Monte Carlo
analysis. Secondly, instvad or using a national data base for the hydrogeologic
pararneters, one of several data baves can be selected that reflects the characteristics
ot a specific region within North Carolina, The selected data base can then be modified
in accordance with any available site-specitic data. The method thus becomes
appropriate far an analysis of contamination risk in a situation in which little is known
abaut the specific hydroyeology of a sita. The objoctive is then to simulate the expected
risk over the range of hydrogeological conditions that are expected to apply for the
specific region in which tha site is located,

The source in the EFAGW modei is assumed to be distributed as a Gaussian
source. The source is thus arsal, bui concenirated towaids a central point. This makes
the model particularly applicable to landfilis. However, it may be inappropriate for large
scale areal sources, such as surface irrigation of wastes, in which contaminant input is
relatively uniform across the source area.
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EPAGW ropresents a compiele and coherent Monte Carlo approach to
contaminant risk analysis under uncertainty. it is thus the model of choice for preliminary
analysis of risk in situations in which little site specific data is availakle on flow regime
and hydrogeology, given that a Gaussian representation of source distribution is
appropriate. The model development assumaes that the direction of flow from the source
is rot accurately known. Aralysis is thus made at a specified distance along the
(unknown) main axis of flow. Equivalently the model may be applied to analysis along
an explicitly known axis of flow.

FPAGW contains detailed routines for calculation of chemistry dependent
nydrolysis of contaminants. It also considers the effects of vertical mixing. The model will
thus also be useful for analysis in some situations where there is substantial xnow.adge
ragarding the flow regime, but the analysis requires concideration of partial penetration
and/or complex hydroiysis reactions. This is especially useful for analysis of certain
organic constituents with pH dependent hydrolysis rates.

EPAGW provides a highly flexible method for analysis. Howaever, it can only be
applied in tha Monte Carlo made. Further, solution is providexd only at a point along the
axis ot flow at the suriace of the aqguifer. A steady-state concentration anly is calculated,
so that EPAGW cannot be used to calculate tims history of contamination. From the
nature of tha solution the model will not be appropriate for large uniform zroal sources,
such as land applications, The usual assumptions of steady-state, uniform fiow apply
hure, and the model will not be appropriate far sources that contribute a volume ot fluid
sufficient to signiticantly alter the flow regime.

Data input for EPAGW consists of two phases. The first ohase concerns the
parameters controlling site hydrogeology. To initiate this phase for a new site the user
should first load a default regicnal data set from the list provided Even where an
appropriate regional data set is not available one should be lcadad fo guide input, then
modified as needed.

Development of regional data sets is still in progress, but limited by available
information. For regulatory analysis it will most commonly be the surficial aquifer that is
ot interest. These can be conveniently grouped according to the nature of the surface
soil. The upecification of the underlying hydroueologic parameter distributions and their
probability narameters is designed to allow a maximum of flexibility in selection, First, a
regional data base with assumed distributions and metaparameters is selected. Where
nc additional site data or user knowledge is availahle, simulation may procesd with these
unaltered distributions and values. This will provide an estimate of contamination risk
based on the average characteristics of the arra, and so should be moditied to reflect
any known differences of a specific site location from the average characteristics of the
area. However, any parameter distribution may be altered in one or mare of the following
ways:
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1. Respecify parameter distribution metaparameters,

2. Automatically update regional data by combination with site data. x
3. Respecify parameter distribution type. ®
Where the user feels that a given pararneter is known with considerable accuracy &

this may be indicated by specilying the distribution as a tightly restricted uniformi or
triangular distribution.

The types of distributions that may be specified for the various parameters aie
identified as follows:

0. No distribution has yet been speciiied. This must be replaced before runining
the model.

1. Triangular distribution. The user must specify most likely, minimum and
maximum values for the distribution. The triangular distribution is an ad hoc, empirical
distribution which takes a triangular shape. This can be used to readily approximaie
various peaked but skewed distributions.

2. Uniform distribution. The user must specify the minimum and maximum of the
range.

b¥ 3. Log 10 Uniform distribution, in which the log values are uniformly distributed.

The user must specify the UNTRANSFORMED minimum and maximum values of the
range.

| 4. Normal distribution. The user must specify the mean and standard deviation.

: 5. Log-nermal distribution, in which the log values are normally distributed. The » ®

) user must specify the mean and standard deviation of the lag transformed values.

6. Exporential distribution, in which the mean is equal to the standard deviatinn.
The user must specify this single value.
i 7. Table-specificd distribution. This is available in certain cases ornily.

Each of the pre-specified regional data sets will desciibe evach of tha parameter

1 distributions by one of the above distributions. However, these may vary from data set
. to data set. For this phase of input, distributions must be specified on the following
X parameters:

. DIAM: mean particle diameter (cm). Note that the specification is of the distribution
o of the mean, not the full range of particle diameters encountered.

GRAD: gradient of the water table (length per length).

FQC: organic carbon fraction of aquifer mediurn. This is an important facior in the
chemical analysis of the fate of certain organic constituents.

PH: pH of groundwater.
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T: groundwater temperature (Centigrade).
TH: thickness of the saturaied zoria (rneters).

H: leachate iniiial penetration depth into the saturated zone {meters). This specifies
vertical inixing beneath the site. Becuuse of constraints in the solution method H must

be equal to at least 2 meters.
QC: leaching rate distribution for engineered (lined) facilities.

QO: leaching rate distribuliorn for non-engineercd facilities (Default is table
specified; for direct input use m/yr). If the IH£LP model has been applied to the site the
leaching rates estimated from this model may be loaded to replace both the QC and QD

values.

Phase one thus requires specification of the general characteristics of the aquifer.
Phase two of data input requires information on the site engineering and the contaminant
of interest. The following data are required:

CLM: mean leachate concentration, in mg/l (ppm).
CLS: standard deviation of leachate concentration mwean.

DKAQ: hydrolysis rate for the substance under acid gonditions, 1/[molar-year].
ERPAGW simulates the lumped degradation constant, K, based on pH, DKAO, DKBO and
DKNO. Values of hydrolysis rate must be converted to years ' tor input to EPAGW.

DKBO: base catalyzed hydrolysis rate, 1/[molar-year].
DKNO: neutral calalyzed hydrolysis rate, 1/year.

DKOW: log,, octanoi/water partition coefficient for contaminant, describing the
constituent’s salubility, The actual value will be dependent on the organic carbon content
and available surface «rza of the soil. If this value is not directly known it may he
estimated from:

OKOW 50 067 ( log,, (S,)) (3)

where S =rsolubility in water, EPAGW also uses DKOW to estiiiate the adsorption
coertficient of the constituent, using the approximate relitionship:

1.029 (log,, X,,) 0.18 (4)

oW

loga K.

o




Note that this refationship may not be valid for polar constituents.

ATTN: a factor which specities the fraction of solute remaining after passage
through the unsaturated zone bheneath the landfill. If the HELP modal has been applied
to this site a conservative value of ATTN may be calculated automatically from the HELP
output. This is calculated in the same manner as for the model ODAST.

NPROB: number of Monte Carlo runs. A minimum of 500 is recommended for
adequate definition of the cumulative frequency. However, the user wili usually wish to
test model performance by first trying a smaller number of runs. The value of NPPOB is
not saved with the data set, but defaults to 500, and thus may need to bo respecified for
each run.

AW: surface area of landfill, in square metere.

TR: reference temperature for the chemical rate constants, in degrees C (these are

usually specified at 25° C).

XX: distance from the edge of the disposal area to the observation point, along
the flow axis (meters). The exact value of XX is ambiguous for large areal sites.

Leaching Rate Distribution: Calculated from HELP model, or from table, wheare
C: table for engineered facilities
D: table for nonengineered landfills.



6. EPASF

The EPA surface water model (EPASF) was designed to assess impacts of
waste disposal sites on surface waters (with hazard associated with human use of
contaminated surface waters or consumption of fish from contaminated surface waters)
in a manner analogous to the EPAGW model. Here, however, at least two stages must
be considered: transpert from the landfill via groundwater, and entrv into and dilution in
the stream. As with the EPAGW modcl, we have maodified this modei to provide risk
assessment from a given landfill, and have likewise added a preprocessor. EPASF and
EPAGW can share sssentially the same input data set, with a few additions.

EPASF estimates groundwater contaminant transport to the stream using either
a one dimensional or a three dimensional solution, and with or without consideration of
dispersion. In the three dimensional case the transport solution is the same as that used
in EFAGW. Note that lateral dispersion of the contaminant plume aftects the
concentration, but not the total mass loading to the stream. As EPASF provides only a
very generalized approximation of the transpert process analysis without dispersion will
often be adequate for a first estimate.

EPASF provides only a preliminary estimate of impacts in surface waters.
However, modeling the interaction of groundwater and surface water often presents
formidable difficulties, so that one is forced, by default, to rely on a model such as
EPASF for a preliminary estimate of risk. It should be remembered however that EPASF
presents only a preliminary estimate. If contamination problems are suggested by
application of EPASF the user may then need to attempt more sophisticated analysis.

EPASF uses essentially the same data input format as EPAGW, and can share the
same data sets. However, distributions for two additional parameters rmust be specified
when characterizing the hydrogeology. These are:

FOCS: organic carbon fraction of suspended sediment in the stream,

FL: lipid fraction of fish biomass. This is needed only where human impact is
asscssed via consumption of fish from the stream. The lipid fraction is used to assess
bioconcentration of certain lipophilic organic constituerits.

input of the site parameters is very similar to that for EPAGW, but possesses a few
differences, including slight alterations in variable names. The site data input for EPASF
are defined as follows:

DIMNSN: Dimension of problem; the groundwater transport phase may he run
using a one dimensional or three dimensicnal solution. The one dimensional solution of
course results in much quicker execution of the model.
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DSPRSN: Effects of dispersion may be included (1) or omitted (0).

X: distance from landfill edge to the stream, in meters.

CLM:leachate concentration, mg/L (ppm).

CLS: standard deviation of leachate concentration.

LKOW: log octanol / water partition coefficient for contaminant species.

KHAO: acid-catalyzed hydrolysis rate, 1/{molar-year].

KHBO: base-catalyzed hydrolysis rate, 1/[molar-year].

KHNO: neutral pathway hydrolysis rate, 1/year.

TREF: reterence temperature for hydrolysis rates, degrees C (usually at 25° C).

NUMRBRNS: number of Monte Carlo runs. At least 500 runs are recommended, ard
in most cases this model is moderately tast.

AW: area of waste site, square meters.

AS: area of watershed above point of impact, in square miles. This factor is used
in the determination of in-stream dilution,

Leachate distribution: flux of leachate from landfill, in m/yr. Choices: subtitie C
(engineered),subtitie D (non engineered). As in EPAGW these values may be replaced
by rates calculated by the HELP model.

ATTN: factor specifies the fraction of solute remaining after passage through the

unsaturaied zone beneath the landfill. f the HELP model has been applied to this site
a conservative value of ATTN may be calculated automatically from the HELP output.

7. L1 RD

LTIRD calculates the concentration of a patticular solute in radiai flow
{(Javandel et al., 1984), using a semianalytical solution originally written by Moench and
Ogata (1987). This model is included for the explicit purpose of treating purely radial
flow situations, in which regional flow is not present. The idealized situation treated by
the madel considers a confined aquifer of constant thickness which is recharged through
a fully peretrating well at a constant rate. The model considers steady-state plane radial
flow only.




As with other solutions for confined aquifers, LTIRD is applicable as an
approximation to unconfined aquifers in -ases where mounding is sufficiently small so
that the streamlines remain approximately narallel. LTIRD can also be used to treat
surface inputs if the assumption can be made that the solute is vertically mixed in the
aquifer soon after intreduction.

LTIRD has a rather limited range of applications in the advisory system. There is
no consideration of regiona!l flow, so this model should be used only when the radial flow
frorn recharge domiinates, but, in the case of a surficial unconfined aquifer, the rate of
recharge is also sufficiently small su that the assumption of a confined aquifer is
approximaiely valid. Use of the mcdel is also limited by the fact that it does not incluce
decay or retardation, and the fact that it assumes steady-state plane radial flow. The
source is modeled as a well, so that the model is not appropriate to areal sources.

Data input for LTIRD is quite simple. The following are required, in any consistent
units:

NUMR: Number of radiuses at which to calculate concentrations.
NUMT: Number of time steps to calculate.

RDW: Radius of the well, or source approximated as a well.

R (1 to NUMR): Radial distances at which calculations are made.
T (1 to NUMT): Times for calculation,

ALPHA" Dispersivity.

Q: rate of recharge.

B. Saturated thickness of aquifer.

N: Porasity of aquifer.

C0: Corcentration of soluta in recharge.

8. RESSQ

RESSN) is a program for semianalytical caiculation of contarinant transport
(Javandel et al., 1985). The model calculates two-dimensional transport by advection and
adsorption (no dispersion or diffusion) in a homogeneous, isotropit confined aquifer of
uniform thickness when regional flow, sources, and sinks create a steady-state flow fieid.
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Recharge wells aind ponds act as sources and pumping wells act as sinks. The solution
proceeds by calculating the streamline vattern in the aquifer and the location of
contarninant frorits around sources at various times. RESSQ can thus be applied to a
large variety of complex flow situations that can not be handled by analytical solutions.

Because the method is limited by neglecting dispersion, RESSQ, as other
semianalytical methcds, is most appropriate for preliminary analysis of the extent of
probable contamination in a complex flow regime. If the semianalyticai method does
suggast a contamination probiem at the perireter of compliance the user may then need
to apply a more complex numerical model. Because it is a preliminary analysis tool,
RESSQ is provided only in a deterministic mode. An example application is provided
in subsection H(G).

The most obvious limitations of RESSQ are its negiect of dispersion and decay.
Other limitaticns of the method are similar to those that apply to most two dimensional
steady state analytical solutions. RESSQ requires that the medium is homogeneous and
isotropic, with steady state uniform regional flow. Thus the method is not applicable
when the medium is distinctly heterogeneous or anisotropic. Further, the method is not ®
directly appiicable to transient problems.

A more subtle limitation is due to the assumption made in the model that a steady
state flow field exists. This implies that the sum of flow rates from ali the injection wells
should be equal to the sum of the flow raies trom all the production wells. In practice,

RESSQ can be applied to situations where these sums are not equal, if analysis is made ° ®
at sufficiently large values of time so that quasi-steady flow prevails (see below).

However, it attemipts are made to apply the modei to shorter time periods where the two

sums are widely different bizarre results may occur. Note that this problem is avoided if

a constant head boundary is specified through the use of image wells, in which case tha .

two sums will be by definition equal.

The solution method used in the model is based on the assumptions of a uniform,
cenfined aguiter, Application to a surficial aquifer is thus valid only when conditions in
the surficial aquifer approximate those of a confined aguifer. For a preliminary analysis
of contaminant iisk this is appropriate wihen the surficiai aquifer does not show distinct ¥
seasonal variabiiity, and the input from sources does not result in substantial mounding.
The latter conditton should e acdequaiely met in situations for which the Dupuit
approximations hold. In addition, and like most available two-dimensional analytical
selutions, RESESQ assurnes that sources fully penetrate the agurfer. This is equivalent to
assuming that the contaminant loading from a source instantaneously displaces the
pre-existing water throughout a vertical column »f the 2quifer. Note that RESSQ provides
a sharp front appinximation, and cennot accuunt for mixing of the flow from a source
with the water in the aquifer. inciead, the sourre flow displaces the water in the aquiler,
without mixing. For a source that s not actually fully penetrating this approiimation is
ubviously more valid for a thin saturated layer. However, an overly thin saturated layer »
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i1s likely to result in violation of the confined aquifer approximation. The practical result
is that RESSQ, when applied to a surficial aquifer with a nor-penetrating source, is likely
to provide inappropriate concentration results in the region close to the source, but more
accurate resuits further away from the source.

Attempts to apply RESSQ to surficial sources which do not fully penetrate the
aquifer are considerably complicated by the necessary assumption that no mixing
occurs. This may result in overestimation of the concentration resulting from a source.
This is a particular problem when the rate of regional flow is significantly large in relation
to the -ate of recharge from the source. In such cases the positions of contaminant fronts
can still be calculated, but the concentration within these fronts cannot be interpreted as
equal to the source concentration. in general, RESSQ is recommended for approximate
application to surficial sources only in cases where the flow from such sources is of
sufficient volume to overwheim the regional flow in the neighborhood of the source and
aradial flow pattern is established. I sum, it should be emphasized that RESSQ is best
thought of as a preliminary analysis tool. Despile the many limitations expressed above
it provides a very powerful tool for preliminary analysis of complex flow situatiors.

Appropriate use of RESSQ is somewhat of an ait, and will require practice on the
part of the user to cbtain adequate resuits. This is because the model calculates
concentration front positicns on the basis of a finite number of streamlines. The results
observed are thus to a degree sensitive to the number of streamlines modeled, and the
siarting angle of the first streamline leaving each source. The user may need to
experinient with these values to obtain the desired resuls.

By proper formulation of the input data RESSQ can pe used to model a wide
variety of situations. The following suggestions for data input are waken trom Javandel et
al. (1984):

(1) If the total tiow rate from all injection wells does not equal the total flow rate
from all production wells then, strictly speaking, a steady state flow field, as required by
RESSQ. cannot be achieved. However, for large values of time one may assume that
quasi-steady flow prevails, thus allowing RESSQ to be used. However, if the sum of the
two rates are widely divergent, unexpected and inappropriate results may be found for
shorter time periods.

12} In addition to modeling recharge or injection wells as point sources, RESSQ
can medel constant head ponds as finite radius sources. This is done by specifying the
pond as a recharge well, with radius of the pond specified as the radius of the well. Such
sources are however also considered to ue fully penetrating.

(3) RESSQ can include a finear no-flow or constant potentiai boundary using the

method of images. A boundary is represented by adding an image well for each real wel
in the problem, with the boundary located on the perpendicular bisector of the line
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connecting each real well/image well pair. For a no-flow boundary the real and image
wells have the same flow rate, that is, either both are injection or both are production
wells. Since there is no flow through an impervious boundary, the only regional flow
allowed in this case is parallel to the boundary. For a constant potential boundary the
real well/image well pairs have flow rates equal in magnitude and opposite in sign. In this
case the boundary must be an equipotential and thc only regional flow ailowed is
perpendicular to the boundary.

(4) The model requires that the number of injection wells specified must be greater
than zero. This is because injection wells act as the starting poinis for streamlines, so
withe it injection wells no streamline pattern can be draw. To allcw greater flexibility in
presenting streamline patterns. Zero-fiow wells do not affect the velocity field, but provide
starting points for streamlines whose paths may help explicate the velocity field created ®
by regiona! flow and nonzero-flow rate sources and sinks present.

(5) The techniques described in (4) allow the specification of a uniform regional
flow by use of a row of zero-flow-rate wells. Streamiines descrihing regional flow can be
drawn by placing a row of zero-flow rate wells perpendicular to the directinn of regional ®
flow at a distance relatively far froin sources and sinks. The spacing between these wells
must be determined as a function cf the ratio of source flow rate to regional flow Darcy
velocity. A routine (ZQWELL) is incorporated irtoa the model preprocessor to provide for
automatic calculation of the required line of zero-flow wells to describe the regional flow.
However, the user may find it necessary to experiment with the input for this routine in
order to establich a sufficiently small (or sufficiently large) number oi such wells to
duscribe the regional flow within the data input limitations of the codc.

RESSQ, by neglecting dispersion, provides a sharp-front approximation of
contaminant concentration. That is, water injected from a source undergoes no mixing
with water already present in the aquifer. but displaces that water with.ut dilution. Qutput
of RESSQ includes plots of the time position of contaminant fronts around sources.
Becauise these represent sharp fronts, the predicted concentration within the fronts is
equal to the injection concentration, while the predicted concentration outside the fronts
IS egual tc the ambient aquifer concentration. .1 actuality, the processes of dispersion
and dilution should result in contamination exiending beyond the position of the ®
predicted fronts, but with a corresponding dilution o concentratior. The user should pay
careful atiention to this pneromenon in interpreting the results.

if a production weli is specified, the time evolution of concentration at the
production well will be estimated (provided that at least two stream lines reach the »
production well during the simulation period). This time evolution is based solely on the
number of stream lines from sources captured by the production well, and does not
consider the effects of dispersion and dilution.

Input data for RESSQ requires the following information: »
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NWI: Number of injection wells (> 0), not including zero flow wells automatically
specified in routine ZQWELL.

NWP. Number of production welis. May be zero, but see cautions regarding
appiication of the model to non-steady state flow patterns.

C0. Ambient (preexisting) contaminant concentration in the aquifer.

CD: Default concentraticr of injection wells. This number can be overridden in the
specifications for each well (below). However, it is necessary to specify CO if the user
wishes to observe the dimensionless concentration evelution at production wells. In
general, the user should specify CD equal to the highest injection well concentration.

UNITC: Units of concentration. This is a character siring used to label output. The
default value is "Percent.”

IZQ: Requests the use routine ZQWELL for automatic calcuiation of a line of zero
flow wells to specify uniform flow (1: yes, 0: no). Generally the user will wish o enter 1 ®
if regional flow is present.

ATTEN: (Defauit = 1.0). This option is provided for use with surficial sources. In
such cases the strength of the contaminant may decrease significantly in the process of
percolation through the unsaturated zone. The users may thus specify ATTEN to
represent the fraction of the actual source concentration remaining when the flow from
the source enters the aquifer.

HEIGHT: Average saturated thickness of aquifer (in feet). This value is assumed
to be constant throughaut the region of study.

POR: Eftective Porosity of the aguifer, expressed as percent (POR = Px100).
VO: Pore water velocity of uniform flow (ft/day).

ALPHA: Direction of regional flow, in degrees, measured counter-clockwise from »
the positive X w is.

ADSORB: Adsorption capacity of maltrix, equals (1-1/R), where R is the retardation
coefficieni. The range of ADSORB is 0-1, as R = V/V_, where V is the regional velocity
ana V, the apparent velocity of the contaminant. »

NFRNTS: Number of contaminant front positions to be calculated for each source
{(maximum 7).

DATE(1 to NFRNTS): Times at which fronts are to be calculated (in years).
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TMAX: Period of study in years. This sets the maximum amount of time for
calcutating the trace of streamlines, and thus should be substantially greater than the
time period of interest. TMAX should be set large enough so that streamlines can be fully
drawn throughout the area mapped (e.g., TMAX=200). If you are specifying regional flow
through use of zero-flow wells, TMAX should be long enough so that these flow lines can
be drawn across the area to be mapped.

DL: The step-length or spatial increment used to trace out the streamlines, in feet.
if left blank this defaults to (XMAX-XMIN)}/200. Using a larger step-length will decrease
run time, but will also decrease the resolution of the streamline plot.

NTL: Plot option, set NTL = -1 to suppress plot of streamlines.

NTF: Plot option, set NTF = -1 to suppress plot of pollutant fronts.

XMIN: Origin of area of study, X axis (in feet). It is often canvenient, particularly
when specifying regional flow, to set up the axes sa that {X=0, Y=0} is the center of the
area of study.

XMAX: Limit of area cf study, X axis {in feet).

YMIN: Qrigin of area of study, Y axis (in feet).

YMAX: Limit of area of study, Y axis (in feet).

The next seven variables control the automatic calculation of a row of zero-flow
wells to simulate uniform regional flow. They will be requestaed only when 1ZQ=1. The
number of ZQWELLSs calculated will be displayed after the data is input. If this number
is too large you may modify tha input and try again. In this case instructions for

maodification will be displayed.

XREF: X coordinate of arbitrary reference point near the sources and sinks (in
feet).

YREF: Y coordinate of the arbitrary reference point.
DIST: Distance frcm reference point to row of zero flow wells, in feet. Ideally, DIST
must be large enough so that near the zero-flow rate wells the streamlines are essentially

parallei.

WIDTH: Width of the row of zero-flow wells (in feet). This determines the area that
will be covered by the regional flow streamlines.




Q1. Flow rate of the first source (injection well) in gpd. This value will be carried
to the source input screen as well,

NSL1: Number of streamlines calculated for the first source.

ITR1: Ratio of NSL1 to the number of streamlines plotted for the first source.

WELLS: The following data rnust be specified for each source and sink (injection
well and source well). The injection wells (sources) must be specified first. Monitor
source wells may be specified in order to observe contaminant concentration
development.

NAMEW: Name cf the well, source or gsink (charactel).

XW: X coordinate of the well (feet).

YW. Y coordinaie of the well.

QW: absaolute value of flow from/to this well, gpd.

RADDW: radius of well (or pond), in teet. This value will default to 0.2461 ft.

C: concentration of an injecting well in units of UNITC. This will default to CO.

BETA1: angle (degrees) of the first streamline calculated for each injection well.
This value can be modified to obtain better streamline definition. The angle is calculated

counter-clockwise from the positive X axis.

NSL: numier of streamlines calculated for an injection well. Default value is 40.
Set NSL = -1 fcr no streamlines.

ITR: ratio nf NSL to number of streamlines actually ploited. Determines the density
of the plot. Set ITR = -1 to suppress plotiing of streamiines from this well.

INDW: Plot option. Set INDW = -1 to suppress plot of fronts in the case of an
injection well, or suppress study of concentration in the case of a production well.

Figures ¥3 through 29 show input data set examples for RESSQ. Figure 30
illustrates graphical output from this simulation.
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9. USGS MOC

MQC is a two-dimensional model for the simulation of non-conservative
soluie transport in saturated ground water Lystems. The model is both general in its

: *j applicability and flexible in its design. Thus, it can be applied to a wide range of
o problems. It computes changes in the spatial concentration distribution over time
g caised by convective transport, hydrodynamic dispersion, mixing or dilution from .

recharge, and chemical reactions. The chemical reactions include first order irreversible
: rate reaction (such as radioactive decay), reversible equilibrium controlied sorption with
linear, Fruendlich or Langmuir isotherms, and reversible equilicrium conrtrolled ion
P exchange for monovalent or divalent ions. The model assumes that fluid density
variations, viscosity changes, and temperature gradients do not affect the velocity
distribution. MOC does allow maodeling heterogeneous and/or anisotropic aquifers.

B

‘ Thie model couples the ground warer flow equation with the non-conservative
A solute-transport equation. The computer program uses the ADI or SIP procedure to
solve the finite difference approximation of the ground water flow equation. The SIP
procedure for solving the ground water flow equation is most useful when areal
discontinuities in transmissivity exist or when the ADI solution does not converge. MOC
uses the method of characteristics to solve the solute transport equation. It uses a
particle tracking procedure to represent convective transport and a two-step explicit
procedure to solve the finite difference equation that describes the effects of

hydrodynamic dispersion, fluid sources and sinks, and divergence of velocity. The '
) explicit procedure is subject to stability criteria, but the program automatically determinies
. and implements the iime step limitations necessary to satisfy the stability criteria.

MQOC uses arectangular, block-centered, finite-difference grid for flux and transport
calculations. The grid size for flow calculations is limited to 40 rows and 40 columns. )
The grid size for transport calculations is limited to 20 rows and 20 columns which can
be assigned to any area of the flow grid. The program allows spatially varying diffiise
recharge or discharge, saturated thickness, transmissivity, boundary conditicns, initial
\ heads and initial concetitrations and an unlimited number of injection or withdrawal wells.

A Up to five nodes can be designated as observation pairits for which a summary table of >
head and concentration versus time is printed at the end of the calculations.

The program documentation can be found in the following reports:

s Konikow, L.F. and J.D. Bredehoeft. 1978. Computer Model of Two-Dimensional
Transport and Dispersion in Ground Water. USGS Techniques of Water Rusources
Investigations, Book 7, Chapter C2.

Goode, D.J. and L.F. Konikow. 1989. Modification of a Method-of-Characteristics
Solute Transport Model to Incorporate Decay and Equilibrium-Controlled Sorption or fon
Exchange. USGS Water Resources Investigations Report 89-4030. »




MCC has 1he following limitations. The development of the solution required a
numbper of assumptions, and the degree to which field conditions deviate frem these
assumptions will affect the applicability and reliabiiity of the maodel. These include the
following:

(1) Darcy’s law is valid and hydraulic-head gradients are the only signiticant driving
mechanism for fluid fliow. Low velocity flow under other conditions is not considered.

(2) Solute transport is dominated by convective transport, an assumption required
for the method of characteristics solution of the flow equation.

(3) The porosity and hydraulic conductivity of the aquifer are constant with time,
and porosity is uniform in space.

(4) Gradients of fluid density, viscosity, and temperature do not affect the velocity
distribution.

(5) No chemical reactions occur that affect the fluid propedies or the aquifer
properties,

(6) lonic and molecular diffusion are negligible contributors to the total dispersive
flux.

(7) Vertical variations in head and concentration are negligible.
(8) The aquifer is homogeneous and isotrnpic with respect to the coefficients of

longitudinal and transverse dispersivity.

An interactive preprocessor, PREMOC, is included with the program to facilitate
user friendly data entry and editing. An example of the graphical output is shown in
Figure 31, an enhancernent to the original software package..

10. RANDOM WALK

This program provides simulations of a large class of groundwater solute
transport problems, including: convection, dispersion, and chemical reactions. The
solutions for groundwater flow include a finite difference formulation. The solute transport
ooition of the code is based on & particle-in-a-cell technigue for the convective
mechanisms. and a random-walk techinique for the dispersion effects.
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Figure 31. Graphical Output from MOC

The code can simulate one- or two-dimensional nonsteady/steady flow problems
in heterogeneous aquifers under water table and/or artesian or leaky artesian conditions.
Futhermore, this program covers time-varying pumpage or injection by wells, natural or
artificial recharge, the flow relationships of water exchange between surface waters and
the groundwater ruservair, the process of groundwater evapotranspiration, possible
conversion of stora:je coefficients from artesian to water table conditions, and flow from
springs.

The prcgram also allows specification of chemical constituent concentrations for
any segment of the model including, but not limited to, injection of contaminated water
by weils, vertically averaged salt-water fronts, leachate {rom landfill, leakage from
overlying source beds of differing quality than the aquifer, and surface water sources
such as contaminanted lakes and strearns. The program documentation can be found
in the following report; Prickett, T.A,,T.G. Naymik, and C.G. Lonnquist, 1981. A "Random-
Walk" solute transport modet for selected groundwater quality evaluations, Bulletin 65,
fllincis State Water Survey, Champain, lllinois, 103 pages.
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Model limitations include:

(1) As with MOC, concentrations greater than initial conditions are possible,
especially when coarse discretizing is used.

(2) The method may take an unusuaily large number of paricles to produce an
acceptable solution for some problems (2 maximum of 5000 particles).

(3) Engineering judgment is an absolute requirement i1 arriving at an acceptable
solution. This is because of the "lumpy" character of the dutpt. Therefore, experience
with this technique is needed before one can anply the code successfully to a fieid
situation.

An interactive preprocessor, PREWALK, is included with the program to facilitate
user friendly data entry and editing. A screen of the preprocessor is shown in Figure 32,

PREUALK-MAIN SCREEN 01
RANDOM WALK
ILLINOIS STATE WATER SURVEY - SOLUTE TRAMSPORT MODEL

This program can model solute transport i{n a variety of aquifer
corditions: steady or non-steady state, heterogenous aquifers
under watertable and/or artesian or leaky artesiun conditions.
The program employs a particle in cell technique to model
convective dispersion and a random-walk techniyue for the
dispersion effects. Solutions for groundwater fiow are based
on finite difference techniques.

Developed by: Thomas A. Prickett
Thomas G. Naymik
Carl G. Loanquist

Preprocessor added by: Eric G. Burnesen
Department of Ciuvil & Environmental Engineering
Duke University
Durham, North Carolina 27706

Press Return

Figuze 32. A Screen from the RANDOM WALK preprocessor
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o 11.  USGS MODFLOW
|

y MODFLOW is afinite-aifference model simulating ground water flow in three
] dimensions, using a block-centered finite-difference approach. Layers can be simulated
N as ~onfined, unconfined, or a combination of confined and unconfined. Flow from

I external ztresses, such as flow to welle, areal recharge, evapotranspiration, flow to drains,
and flow trrough riverbeds, can al<o be represented. The finite-difference equations can
2 be solved using either tha Strangly Implicit Procedure or Slice-Successive Overrelaxation.
The computer prograin is written in a modular form. It consists of a main program and
a series of highly independent subroutinec called "modules." The modules are grouped
into "packayes." Each package deals with a specific feature of the hydrologic system
whichi is to be simuiated. This version of MODFLOW includes the following packages:

BAS1 -- Basic Package

BCF2 -- Version 2 ui Block-Centered Flow Package
RiV1 -- River Package

DRN1 -- Drain Package

WEL1 -- Well Package

GHB1 -- General Head Boundary Package

oD

RCH1 -- Recharge Package sAL T A
EVT1 -- Evapotranspiration Package R
SIP1 -- Strongly Implicit Procedura Package T
SOR1 -- Slice Successive Over-Relaxation Package L S,
UTL1 - Utiity Package Coa

PCG2 -- Jersion 2 of Preconditioried Conjugate Gradient Package
STR1 -- Stream Package
IBS1 -- Interbed-Storage Package

CHD1 -- Time-Variant Specitied-Head Package g
GFD1 -- General Finite Difference Flow Package R
® AL
The basic model is documented in: McDonald, M.G. and Harbaugh, A W., 1988, : 'f'?'?"“ o
A modular three- dimensional finite-differance ground-water flow model: U.S. Geological W,'}Z{; o
Survey Techmgues of Water-Resources Investigations Book 6, Chapter A1, 586 pages. AT
The PCG2  Pachage is documenied in:  Hill, M.C., 1990, Preconditioned p o v
conjugate-gradient 2 (PCG2), a computer program for solving ground-water flow 4 N '
couations: U.S. Geolegical Survey Water-Resources Investigations Report 90-4044, 43 : e
pavsc. The STR1 Package is documented in: Prudic, D.E., 1989, Documentation of a d M
comiputer rogrem to shinulate streani-aquifer relations u ing a modular, finite- difference, ¥ T
arounc -water flow model: U.S. Geological Survey Open-File Report 82-729, 113 pages. o v
The 1351 ard CHD1 Packages are documented in: Leake, S.A. and Prudic, D.E., 1988, AR
Documentation of o computer program to simulate aquifer-system compaction using the S
mcdular tinte-difterence ground-water flow model: U.S. Geological Survey Open-File SRR
freport ©8-482. 80 1 ages. Tne GFD1 Package is documented in: Harbaugh, AW., 1992, - u " _‘-'
A qgeneralized finde -diference ferrauation for the U.S. Geolongical Survey modular three- N i“.‘“ . ’N\ |
Dt
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L dimensianai finite-difference ground-water flow madel: U.S. Geologicai Siurvey Open-File

" Report 91-494, 60 pages. The BCF2 Package is documented in: McDonald M.G., »
o Harbaugh, A.W., Orr, B.R., and Ackerman, D.J., 1992, A method of converting no-flow
qr, cells to variable-nead cells for the U.S. Geclogical Survey modular finite-difference b
. ground-water flow model: U.S. Geological Survey Open-File Report 91-536, 98 pages..
hxn The MAIN program has been modified to include all the packages. The IUNIT »
e assignments for packages not in the original model are:
) '-."‘-;L‘b
- ,'.‘l’, X BCF2 - IUNIT(1) -- same IUNIT as used for BCF1 because BCF2 replaces BCF1,

N PCG2 - IUNIT(13), GFD1 -- IUNIT(14), STR1 -- [UNIT(18), IBST -- IUNIT(19),

y CHD1 -- IUNIT(20;. .
N The input unit for the Basic Packags is unit 5, which is defined by the assignment

i of variable INBAS in the MAIN program.
,ti’ The X array is dimensioned to 350,000. This is large enough for @ madel having

4 approximately 20,000 cells. i

The approximations appiied to the tlow equation to simulate the effects of a water
able  (water-lable transmissivity  calculation, vertical leakage correction, and
confined/uncontined starage conversion) were developed using the conceptualization of
a layered aquifer system: in which each aquifer is simulated by one model layer and L
these aquifer layers are separated by distint confining units. If ane attempts to use the
water-table transmissivity calculation in the situation where several model layers are
simulating the same aquifer and the water 1able is expected to traverse morg than one
layer, problems with cells incorrectly converting to no flow may occur. Because the
conversion to no flow is irreversible, only declines in the water table can be simulated. »
Vertical conductance is teft constant until a cell converges to no tflow, and then is set to
zero. This asumes there is a confining layer, which dorninates vertical flow, below the
model water-tabie layer. In particular, the model program may have difficulty handling
a multilayer simulation of a singie aquifer in which a well causes drawdown below the
top madei layer. The solver may attemipt to convert cells to no-flow cells sooner than it »
should. This could cause the simulation {o degenerate.

A shell crogram is provided for executing the program ( Figure 33). The following
tiles are for the example obtaibed from the original ducumentation:

twri.5  BAS1 Package input
twri. 11 BCF2 Package input
twri. 12  WEL1 Package input
twri. 13 DRN1 Package input
twri.18  HCH1 Package inputl
twri. 19 SIP1 PAckage input »
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12.  SUTHA

SUTRA i1s wntten in ANSI-STANDARD FORTRAN-77 and may be compiled
ang executed under most operating systems and on most computers. Many SUTRA
apphcations require considerable array storage and computaticonal effort. These
applications must be carned out on large, fast scalar machines such as mainfrarnes,
Tinicomputers, workstations and 386-ar-better microcomputers with math coprocessors
and at least a few Mbytes of moemory, or on vectorarray-processing machines,
Apphcations on 640 Khyte-limited microcomputer systems are approximately the size of
the largest example problem included with this packaqge.

The set of tiles includes:

1) SUTRA main routine (MAIN FOR),

12) 24 SUTRA subroutines contained in three files: (a) USUBS.FOR, with two
user-programmable routines, and (b) SUBS1.OR o+ 1 SUBS2.FOR with ali the other
subroutines:

3) tvo mesh data generation routines sMGENREC FOR and MGENRAD.FOR);

o) nine nput data sets consisting of threo data sets required to run each of three
ceaumples from the SUTRA documsntation:




(5) three output data sets with results from these three examples; and
(6) one rourine for calculation of hydrostatic pressure data at specilied pressure x
boundaries (PBCGEN.FOR). ’

SUTRA is composed of one main routine and 24 subroutines contained in four
files listed above, which must first be compiled in FORTRAN-77 and then loaded before
ranaing a simulation. Two files rmust be permanently assigned for the computer
installation of the user. Instructions may be found in the main routine, MAIN.FOR. One L]
file captures enor output written during file opening. The other file will contain the unit
numbers and file names to be assigned as SUTRA input and output files ior each
sirnulation. Presently. the error file has unit number 1 and is called SUTRA.ERR, and the
simulation units assignment file has unit number 100 and is called SUTRA.FIL. Use of
the new simulation units assignment file is d scribed below. »

In addition to the two permanently assigned files discussed above, three or four
files must be assigned for each simulation in crder to run SUTRA. Two are input files
and one or two are output files:

UNIT K1: this file contains all of the datu necessary for simulation except initial
conditions.

UNIT K2: this file contains initial conditions of pressure and concentration or
temperature for the simulation.

UNIT K3: the main output of the simulation is placed in this file.

UNIT K4: this file saves simulation results for later restarts. It is needed only if the
option to save the final solution for later restart is chosen in UNIT K1 Dataset 4. Data
will be written to this file after each ISTORE simulation time steps (NEW feature) in a
format equivalent to that required by UNIT K2 so that this file may later be used as UNIT
K2 for simulation restart.

These assignments are recorded by the user in the NEW simulation units
assignment file which has received a permanent name and unit number in the main
program (see above). Presently the file is called SUTRA.FIL and is unit number 1. The
required format of this file is:

VARIABLE FORMAT

Unit Number for K1 (free format)
File Name tor K1 (ABO)
Unit Number {or K2 (free format) »
File Name for K2 {(ABO)
Unit Number for K3 {free format)
File Namge for K3 (A80)
Unit Nurnber for K4 (free format)
File Name for K4 (ABO)

1
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Three test problems are included in this package. To test the new installation of
SUTRA, these problems may be run with the executable file (SUTRA.EXE) included in this
package. Resuits of running the three test problems may then be compared with the
three output listings provided in the original documentation package.

SUTRA will provide clear, accurate answers only to well-posed, well-defined, and
well-discretized simulation problems. In less-well-defined systems, a SUTRA simulation
can help visualize a conceptual model of the flow and transport regime, and can aid in
deciding between various conceptual models. SUTRA is not useful for making exact
prediction of future responses of the typical hydrogeologic systems which are not well
defined. Rather, SUTRA is useful for hypothesis testing and for heiping to understand
the physics of such a system. On the other hand, developing an understanding of a
system based on simulation analysis can help make a set of worthwhile predictions
which are predicated on uncertainty of both the physical model design and model
parameter values. i particular, transport simulation which relies on large amounts of
dispersion must be considered an unce:.ain basis for prediction, because of the highly
|dealized description inhcrent in the SUTRA dispersion process.

Reference matenals for the original releases of these codes are:

1- SUTRA - A finite-element simulation model for saturated-unsaturated
fluid-density-dependent ground-water flow with energy transport or chemically-reactive
single-species solute transport, U.S. Geological Survey Water-Resources Investigations
Report 84-4369, 1984, 409pp., by Clifford I. Voss.

2. SUTRA-PLOT - Documentation of a graphical display program for the
saturated-unsaturated transport (SUTRA) finite-element simulation model, U.S. Geological
Survey Water-Resources Investigations Report 87-4245, 1987, 122pp., by William R.
Souza.

13. BIOPLUME I

BIOPLUME 1l is a two-dimensional model for simulation of transport of
dissolved hydrocarboris under the influence of oxygen-limitec biodegradation. The code
also simulates reaeration and anaerobic biodegradation as a first-order decay in
hydrocarbon concentrations. The model is based on the 1987 version of the USGS
two-dimensicnal method of characteristics transport model by Konikow and Bredehoeft.
It computes the changes in concentration aver time due to convection, dispersion,
mixing, and biodegradation. BIOPLUM!: Il solves the transport equation twice: conce for
hydrocarbon and once for oxygen. As a result, two plumes are computed at every time
step. The model assumes an instantaneous reaclion between oxygen and hydrocaibon
to simulate biodegradation processes. The two plumes are comhined using the principie
of superposition. The model allows injection wells to be speacified as orxygen sources

1




into a contaminated aquifer. It provides three additional sources of oxygen : initial
dissolved oxygen in the uncontaminated aquifer, natural recharge of oxygen acrozs the
boundaries, and vertical exchange of oxygen from the unsaiuratad zone (reaeration). The
model comes with a menu-driven, interactive preprocessor and handles a 20 x 30 cell
grid.

Figure 34 shows the preprocessor for BIOPLUME 1. Although the model interacts
with the user through a series of informative screens, the user is advised to read the
user's instructions in the original documentation before running the madei. BIOPLUME
Il 'is documented in: Rifai et al., "Computer hModel of Two-Dimensional Contaminant
Transport under the Influence of Oxygen Limited Biodegradation in Ground Water.",
Liser's Manual - Version 1.0. Dept. of Environmental Science and Engineering, Rice
University, Houston, Texas, 1987. The model alsu creates SURFER (Golden Software) v
compatible cutput files. The following files are data and output files for one exampie of
model simulation.

Data file: SAMPLE.DAT
Output files: SAMPLE.QUT, HEADS.OUT, OXYGCONC.CUT, and HCCONC.OUT. )

Loader
Main Nenu
1. Edit file name ’
2. Edit card L (Titllel
3. Fdit card 2 (Grid-timing parameters)
1. Edit card 3 (Grid-timing paramcters}
S. Edit card 4 (Reactlon parameters)
6. Edit data set 1 (Dkasruation wells?
7. Edit data set 2 (Pump/Inject wells) »
8. Edit data set 3 (Transmissiuity map)
9. Edit data set 4 (Thickness nap)
jo, Edit data set S (Recharge map)
11. £dit data set 6 (Modeid napl
12. Edit data set 7 INodeld code definitions)
13. Edit datz set & (Water table eleuvations) %
14. Edit data set 9 (Initial hydrocarbon conc.}
is. Edit data sst 16 (Initial oxygen conc.)
15, Fdit data set 11 (Pumping periods)
17. Write data to flle
18. Quit
Enter the number of yowr choice (1..18) ,,. ®

Figure 34. Preprocessor for BINPLUME [T




14. ODAST !N MONTE CARLO MODE

The program ODAST evaluates the one dimensional analytical solute
transport solution considering convection, dispersion, decay and adsorption in porous e
media (Javandel et al., 1984). The program has been modified to facilitate Mante Carlo
analysis. In Monte Carlo mode, the input concentration and regional flow velocity both
become randum variables, and the cumulative frequency estimated over these and other
random parameters should provide a reasonable estimate of the average risk. An
example is provided in section IlI{G).

The preprocessor developed for ODAST in Monte Carlo mode follows a standard
format that is used for most of the models in the system. This consists of presentation
of a number of screens, with input slots to be filled. The data to be input for CDAST in »
Monte Carlo mode are as shown in the following screens.

DAY DU e et e T o
I T
: |
1.Munber of x positiona [15] R ﬁ »
: ' Ualues of distance x from the source(m)(D10.41: i
o L2 st ZD 32 DENREM 1 Ord  EENEEERGE - [l
B B i
| | 5. 4th  EEWEERSE ©. Sth  NESMNEREN 7. oth - IESSRENONS ;.i.ﬂ
o L8 7th c PRENENE o Sth . ENENGER 10. |8 * ¢
i -
‘b . . B 1114
.. D1t ot R 12, tith: IENNE 13
A {14 Dt DEEERAG 15, 14t RN 1€ A
bz, ot RN 8. 17eh EEEENENR 19, ! R
i r
ALK Exit F4 Help Alt-F3 Close
I T ]
~'a Figure 35. Input data set 1 for ODALTMC
if
]
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aORST Tmput .
A T T T s

TR A st Y VA T T T |

1.Mumber of time points [IS] EMEEE
Ualues of time to calculate C/CB(yeare)(D10.41:
2. 1st : (NSNGNRR 3 2 c EESMGENN 4 ocd TSNS
5. 4th 6. sth . NEENEE
3 JERCURE T
11, toch (RGN 2. 1ith: RCREEEE
14, 130 EGESEENE 15. 14th EEREEREN
17. 1£th: EyNENN 5. 17th: BRSNS

HE L

Figure 36. Input data set 2 for CDASTMC

rh n

Hm T s T

TRST Tt

----- Pt uULlLHl LR AT [CRLE MM A DL DT

i ;nput mean value (MUY, standard deviation, (SD?
and parameter distribution type (PDRT)
1.Time of waste recharge(jears)(Di6.41:
2.Pore water velocity (med) 1D169.41:
‘ 3.Longitudival dispersivity (n)(D10.4): B
4.Diffusion coefficient (K"Z/d)[D16.4]1:
| 5.Source concentration [D19.41:

IR e Hclp" ATEFS Cioes

Figure 37 . Inpuft data set 3 for ODASTMC

16




i L

-

ODAST  Input
";L.slihu.ﬂddﬂlluﬂ"‘ll' OB RIS A T

,ii Input mcan value (MJ), standard deviation, (SD)
and parameter distributinn type (PDT)

M iy PDY

i 1.Bulk mase density (gsom™3) [D10.41:

2.Porosity [D10.4]:
" 3.Distribution coeff. (on3/g)[010.41: [FARENENENEN i BN
o. - (2]

4 .Radicactive decay factor (D10.41:

5.Decay factor of the source (D16.41:

ATER BRI “Fd Help RIE-F3 Close

Figure 38. Input data set 4 for ODASTMC

00AST ~ Tnput
.,I.Ll*lliudlllhllllulﬂllj]llh LT L L T L i ﬂllll“lhll il ﬂ'

1.Target concentration to evaluate [D18,4]

2.Munber of Monte Car'o rune [15] 000
3.0bservation point o X [15]
4 .Obseruvation point of T [15]
i 5.Mame of contaminant [A16]

6.Mame of site [A10]

RICR BT F4 M’p "RIE-F3 Close

Flgure 39. Input data set 5 for ODASTMC




15. TDAST IN MONTE CARLO MODE

The model TDAST evaluates the two-dimensional analytical solute transport
solution, considering convection, dispersion, decay and adsorption in porous media
(Javandel et al., 1985). The program has been modified to facilitate Monte Carlo analysis.
TDAST in Monte Carlo mode has a similar preprocessor to that of TDAST. The data
input is thus essantially the same as that for TDAST, with some modifications, as shown
in the following screens.

1. Distance x from the source (m) [F10.41:
. Distance y from the source (n) [F10.41:
. Time t clapsed since the beginning (day) (F10.4):
. Mumper of Monte Carlo Runs [IS]:
. Seed for random number generator [IS]:

. Maximum allowable concentration [F19.4):

"AIt-KExit F4 Help RAit-F3 Close

Figure 40. Input data set 1 for TDASTMC




AR it ¥4 Hc'lp ATL-F3 Close

Input mean value (MJ), standard deviation, (SD)
and parameter distribution type (PDT)

W Sb PDT
1. Pore watey uelocity (mday) (F18.4): [_ ‘g2 ]
2. Longitudinal dispersivity(m)(F18.4]:
3. Transuerse dispersivity(mIIF16.41: “ jo.. - W2 ]
4. Diffusion coefficient(m"2/d)[F10.41: (0.: . F2:]
%, Source cuncentration [F18.41: o, - .- N2 |
5. Half length of source (m) {F10.41: (6. . g2

i o L

Figure 41. Input data set 2 for TDASTMC

IuLJdelLJ.iLiiiU AT AL

G R

Input mean value (MJ), standard deviation, (SD)
and parometer distribution type (PDT)

w sp PDT
1.Bulk mass deneity (gren™d) [F19.4]:  PCERNEEE CHENNERE 5l
2.Poroalty [F10.41: (03 - . El

3.Distribution coeff . (cn’3,g)(r:0.4]):  NIENGREN 'z |
4.Radioactive decay factor [F10.4]1: (0, - ] 12 ]
§o.__ B2

5.Decay tactor of the source [(F18.41:

Alt-X Exit filt-F3 Closs

Figure 42. Input data set 3 for TDASTMC




.IHI Ayatd

TRST Tt

; i GG
1.Number of integrations [15]

2.Piret rumber of points for integration (151
3.Second rumber of pointe for integration [I5]
4. 3th number of points for integration (151
5. 4th runber of points for integration [IS]
6. Sth number of points for integration [IS]
7. 6th number of points {or integration [151

. 7th number of points for integration [IS]

ATE-K Exit F4

Figure 43. Input data set 4 for TDASTMC

test2 TDAST (Bonte Carlo) 90 RUNS UB. PT. 1
1.00- L -
.90 - -
.60 - !
g At B
é .60 K
2 ;
w00 - i
= |
= B .
S 40 ,/
S .30 - i
.I'
20 - . Concentration: 50000
; Exceedance Prubability: | L6h4
8- Enter Concentration Level: <<C<<<<€<<
00" ] | ! i | | | ] ] I
V19 1.2 2,20 3.20 4.20 SH.20 6.21 721 B8.21 9.21 xE -1

CONTENTRATION

Figure 44. Craphical cutput {rom TDASTMC
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16. MOC IN MONTE CARLO MODE

MOC in Monte Carlo accounts for the most important only some of the
many possible sources of uncertainty are considered in this procedure. These were
selected on the basis of a sensitivity analysis, under the assumption that the nydraulic
heads along the boundaries are exactly known. Thus the Monte Carlo method is
designed to be most applicable for the specific case of analysis of proposed hazardous
waste sites. Of particular interest in this method is the specification of a spatially
covariant hydraulic conductivity random field, which is well adapted to the simulation of
the natural uncertainty in this parameter, where it is expected that hydraulic conductivity
values will tend to show a higher degree of similarity between nodes that are closer
together in space. The Monte Carlo procedure also conceives oi & situation during which
contaminant input begins following the failure of a containment structure, prior to which
there is essentially no input from the source. This conception is most applicable tc the
analysis of a proposed hazardous waste landfill, in which the analyst must consider the
possibility of contamination resulting from failure of the landfill liner, thus the following
elements of uncertainty are included:

(1) Site Reliability Model

Given that the probability that the landfill will fail in any year is p, then t, the year
in which the landfill liner fails is geometrically distributed with parameter p:

Prob(t, 1p) = p(1-p)"" (5)

It is very likely that the value of p can be estimated only with limited precision.
To reflect this uncertainty, we assume that the parameter p is a priori beta distributed
with parameters a and b:

p ~Beta(a.b) (6)
(2) Leachate Release Concentration
Given that a failure has occurred, the probability of the amount/ characteristics

of the released point ~ource contaminant, C,, at time ¢, is a priori normally distributed
with mean u_ and variance v

(C,/t,) - N(u_,,v,) (7)

As in most numerical models, areal sources will be assumed to be represented
by a number of point sources.




(3) Hydraulic Conductivity Random Field

it is well documented that the spatial variability of hydrauwic conductivity can
have a significant effect on the field-length dispersion of contaminant plumes and that *
hydraulic conductivity is lognormally distributeri (Freeze, 1975; Smith and Schwartz,
1980, 1981). We assume a iwo leval stochastic micdel to reflect both natural and
parameter uncertainty in the hydraulic conductivity field distribution. For the case of m N
nodes, it is assumed that K_= In (K,), the (mx1) vector of the natural logarithm ot the
hydraulic conductivity, follows an m-dimension normal multivariate distribution with
mean u, b and covariance v,B:

K~ N, b, B) (8)

where b=(1,1,..,1)', is an mx1 vector of ones, Bis an mxm matrix whose diagcnal
elements are equal to one, and whose ij-th off-diagonal elements are given by the
expression exp (- G,/d,), where d, is the distance between the ith and jth puint and
d, is the correlation length. In addition, in order o reflect uncertainly about the
parameters of the distribution, it is assumed that a priori u, conditioned on v, is
normally distributed with mean M and variance v,/ T

(U Jv) ~ NM, v, IT) (9)

and (1/v,) is gamma distributed with parameters ¢ and d,

(1/v,) ~ Gamma(c d) (10)

In practice, v, is generated from C0/(2X), where X is an inverse chi-square deviate,

(4) Background Concentration

The pre-existing conceniration of solute in the aquifer, prior to landfill tailure, Gy,
is assumed to be uniform thraughout the aquifer and specified by a log-normal
distribution:

N(Cy) ~ Nlug,vz) (11)

Note that this requires that the background concentration cannot be exactly zero.

The model allows the specification of a time-varying pumping schedule through
the specification of a number of pumping periods. During each of these periods the 4
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pumping occurs at a constant rate. However, differing pumping configurations may be
specified for subsequent pumping periods. For Monte Carlo simulation the model should
be run in steady-state mode with only one pumping pericd specified.

The input data is organized by ird images, as follows:

card 1. Titte . . .... . ....
card 1a. Monte Carlocard | . . . .
card 1b. Monte Carlo card ii. . . .
card 2. Control card 1. . .. . ..
card 2a. Control card la (optional)
card 3. Control card § . . . . ..
card 3a.Control card lla (optional)
data set 1. Observation paints. . . ..
dataset2. Wells . . .........
data set 3. Transmissivity. . . . . ..
data set 4. Aquifer thickness . . . ..
data set 5. Recharge/discharge. . . . .
data set 6. Node identification matrix.
data set 7. Instruction for node id's .
data set 8. Initial head. . .. . . ..
data set 9. Initial concentration . . .
data set 10. Additional pumping periods.

The two Monte Carlo control cards are required when the model is used in Monte Carlo
mode. When the preprocessor for MOC is accessed and the site has not been
previously analyzed using this model, a default data set may be loaded to guide data
input. If previous analysis has occurred the previously formulated data set will be
reloaded.

Details for the input "cards” follow:

CARD 1. TITLE

TITLE: Title of the problem and contaminant studied (to 80 characters).

CARD 1A. MONTE CARLO CARD 1. Required only for Monte Carle applications.

JTER: Number of Monte Carlo iterations to run, ldeally, JTER should be set to a
relatively large number in order to yield good definition of the cumuiative frequency
histogram. However, MOC is quite slow when run in Monte Carlo mode on a PC. The
user is advised to initially test the input data by running the model with JTER set to a
small numkber. A complete run can later be undertaken at a time when the computer can
be left to run overnight.
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4.

BACKM: Mean of the lcg background concentration of solute. As presently
formulated, MOC in the Monte Carlo mode requires the specification of a non-zero
background concentration. If there is not known to be any background concentration
preser.i this value may be set to the detection limit of the solute species.

SBACK: Standard deviation of BACKM. The background concentration throughout
the grid is modeled as a log-normal process.

CARD b. Monte-Carlo data card |Il. Required for Monte Carlo applications.

TARGY: Time harizon for simulations (years). This is the total time of simulation.
Faiiure of the landfill liner may or may not occur within this time horizon.

UALPHA: MOC in the Monte Carlo mode presumes that contamination may
commence at an unknown date within the scope of the simulation, as with the failure of
the landfill liner. The proba’ v of failure in a given year is aescribed by a geometric
distribution with parameter | vhile p follows a Beta distribution. UALPHA describes the
lowar bound (a) of this distrit ition.

UBETA: Upper parameter (b) of the Beta distribution. To simulate a fixed time of
failure, set TARGY to cover the time from known failure to the time of interest, and set
UALPHA and UBETA to 1.

RELCM: Mean release concentration of solute (u.), given failure, modeled as a
normal prozess.

SRELC: Gtandard deviation of RELCM (,/v,.).

The next five variables relate to the generation of the spatially covarying hydraulic
conductivity field, which has covariance v,B. The variable v, is generated as C0/(2X),
where X is an inverse chi-square deviate, where the conditional mean, u,. is generated
by a normal process with variance v,/ T.

NOBS: Degrees of freedom for the inverse chi-square deviate. This may be
interpreted as the equivalent number of observations for a prior distribution on the
hydraulic conductivities.

KPRM: Transmissivity is modeled as a log-normal process, with spatial covariance
throughout the grid. KFRM is the mean log transmissivity (M).

CO: May be interpreted as the sum of squares for the transmissivity prior.

TAU: Livisor (1), relating the variance of the mean hydraulic conductivity to the
covariance of the hydraulic conductivity field. As stated above, K ™ N (usb, v.B), and
U /v ~ N(M, v /T).




DL: Integral scale (d,): the correlation length (in feet) for the hydraulic conductivity
covariance matrix B, the off-diagonal elements of which are given by exp(-d/d,). For
information on this parameter the user may refer to Hoeksema and Kitanidis (1985).

CARD 2. CONTROL CARD I

NTIM: Maximum number of time steps in a pumping period (limit 100).
NPMP: Numbper of pumping pericds to be specified.

NX: Grid set-up, number of nodes in x-direction.

NY: Number of nodes in y-direction.

NPMAX: Maximum number of particles traced (limit 6400).

NPNT: Number of time steps between printouts. In the Monte Cario mode a printout
wili be made after the first run. Subsequent printouts can be suppressed by specifying
NPNT > NTIM.

NITP: Number of iteration parameters (usually between 4 and 7).

NUMOBS: Number of observation points to be specified in a following data set
(maximum 5).

ITMAX: Maximum number of iterations to be used in the Aui (alternating direction
implicit) solution procedure of the flow equation (usually between 100 & 200). A warning
will be issued if this vaiue is exceeded without convergence. The authors note that it may
be difficult to obtain a solution using the iterative ADI procedure for cases of steady-state
flow when internal nodes of the grid have zero transmissivity and for cases in which the
transmissivity is highly anisotropic.

N™ EC: Number of pumping or injection wells to be specified. One such well is
allowed per node.

NPTPND: Initial number of particles per node (allowable values 1,4,5,8,9, or 16).
increasing NPTPND decreases the rmass balance error, but also substantially increases
required CPU time for execution. The user can examine reported mass balance errors
on the output. There will often be a trade-off between NPTPND and CELD!S in
determining the accuracy, stability and time requirements of the solution, depending on
whether or not CELDIS is the limiting stability criterion. The authors recommend
specifying NPTPND as 4 or 5 for initial model calibration, then increasing NPTPND to 9
or 186 for tinal runs when maximum accuracy is desired. Higher values of NPTPND may
not however be practicai in Monte Carlo mode, due to length of execution time reauired,

NCODES: Number of node identification codes (miaximum 10). These codes will
be used to specify characteristics of identified nodes in a later data set.

NPNTMV: Particle movement interval (IMOV) for printing chemical data (in Monte
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Carlo mode enter 0 to suppress printing after the first Monte Carlo run; 99 to print at the
end cf each run),

NPNTVL: Option for printing computed velocities (0: do not print, 1: print for first
time step, 2: print for all time steps).

NPNTD: Cption for printing computed dispersion coefficients (0, 1 or 2 - same as
for NPNTVL).

NPDELC: Should changes in concentration be printed (1:yes, 0:no).
NPNCHV: Option to write velocity data on unit 7 (0, 1 or 2).
NREACT: Should Retardation and Radioactive Decay be included?

CARD 2a. CONTROL CARD la (optional). This card allows the specification of a
subgrid so that solute transport may be specified on a smaller grid than calculation of
flow.

MX: X coordinate, within the primary grid, of the UPPER-LEFT node of the
transport subgrid.

MY: Y coordinate, within the primary grid, of the UPPER-LEFT node of the
transport subgrid.

MMX: X coordinate of LOWER-RIGHT node of transport subgrid.
MMY: Y coordinate of LOWER-RIGHT node of transport subgrid.

CARD 3. CONTROL CARD II.

PINT: Pumping period, in years. If more than one pumping period is specified data
will be later requested for the subsequent periods.

TOL: Convergence criteria for the ADI iterative solution procedure (usually within
0.01).

POROS: Effective porosity of the medium, assumed constant throughout the
aquifer.

BETA: Characteristic length (longitudinal dispersivity) in feet.

S. Storage coefficient (set 0 for steady flow problems).

TIMX: Time increment multiplier for transient flow problems. Ignored if S=0.

TINIT: Size of the initial time in seconds. This is required only for transient flow
problems, and is ignored if S=0.

XDEL: Width of finite-difference cell in x-direction, in feet.
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YDEL: Width of finite-difference cell in y-direction, in feet.
DLTRAT: Ratio of transverse to longitudinal dispersivity. ®

CELDIS: Maximum cell distance per particle move (between 0 and 1). Increasing
CELDIS generally decreases CPU requirements. Effects on mass balance will be
prcblem-dependent, but will not affect the solution in problems for which CELDIS is not
the limiting stability criterion. Further, if CELDIS is reduced to too small a level oscillations

§ may be found in the initial time period of the solution, particularly if the initial distance .
L that a particle can move is less than the spacing between particles (determined by
% NPTPND). The authors recommend setting CELDIS to 0.75 or 1.0 for initial calibration,
'] then changing CELDIS to 0.50 for final runs.
N
| ANFCTR: Anisotropy factor, ratio of Tyy to Txx. »
!
'w CARD 3a. CONTROL CARD lla (optional). Required only when decay or
. adsorption are included.
DK: distribution coefficient of the solute. »

RHOB: bulk density of the solid.
THALF: half-life of the solute {in seconds).

DATA SET 1. OBSERVATION POINTS. This data set specifies the location of
chservation wells at which detailed output will be provided. In Monte Carlo applications Y
these will be the points at which cumulative concentration fre juencies are calculated. For
each observation point the user must enter:

IXOBS: grid index in x of the observation point.
IYOBS: grid index in y of the observation pcint.

CNRECH: solute concentration of injected water. Required only for injection wells.
! DATA SET 3. TRANSMISSIVITY (deterministic mode only).
‘ DATA SET 4. AQUIFER THICKNESS.
DATA SET 5. RECHARGE/DISCHARGE.
DATA SET 6. NODE IDENTIFICATION MATRIX.
DATA SET 8. INITIAL HEADS, o
DATA SET 9. INITIAL CONCENTRATION (deterministic mode only).

DATA SET 2. WELLS. Specifies pumping and injection wells. For each well, the *
user must enter:
: IX: grid index in x of the well.
‘ IY: grid index in y of the well.
| REC: pumping (>0) or injection (<0) rate of the well, in ft'/sec. .
|

For each of these data sets the user will first be queried for the following;

INPUT: The parameter is (0: constant, 1: varies in space). t
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FCTR: Constant value (or muitiplication factor) for the parameter. If INPUT=1 the
user will then be queried for values throughout the grid. Note that the preprocessor
allows block assignment of values to areas on the grid. This procedure is described in
the on-screen Help available from the preprocessor.

DATA SET 7. INSTRUCTION FOR NODE ID’'S. The NODE ID's identify special
input for the appronriately coded nodes. For each of the codes the user is queried for
the following:

ICODE: code number for this node ID. Code 2 cannot be used here, as this 1s
reserved for generated releases in Monte Carlo applications.

FCTR1: leakance at the coded ncde.

FCTR2: concentration at the coded nodc.

FCTR3: recharge at the coded rode.

OVERRD: Set OVERRD=0 to preserve values of RECH specified in Data Set 5.

DATA SET 10. ADDITIONAL PUMPING PERIODS. if more than one pumping
period is specifiad, the following data must be entered for each additional pumping
period. (See above, Card 2, for more detailed discussion of these variables).

ICHK: Should data be revised for this period(1:yes, 0:no).

NTIM: Maximum number of time steps in the pumping peried (limit 100).

NPNT: Number of time steps between printouts.

NITP: Number of iteration parameters (usually between 4 & 7).

ITMAX: Number of iterations in ADIP (usually between 100 and 200).

NREC: Number of pumping or injection wells to be specified.

NPNTMV: Particle movement interval (IMOV) for printing chemicai data (enter 0
for printing at the end of the simulation).

NPNTVL. Option for printing computed velocities(0: do not print, 1: print for first
time step, 2: print for all time steps).

NPNTD: Option for printing computed dispersion coefficients (0, 1 or 2 - same as
above).

NPDELC: Should changes in concentration be printed? (1:yes, 0:no).

NPNCHV: Option to write velocity data on unit 7(C,1 or 2).

PINT: Length of pumping period in years.

TIMX: Time increment multiplier for transient flow problems.

TINIT: Size of initial time in seconds for transient flow problems.

17. REMEDIATION OPTIMIZATION

The program OPTIM provides an optimization design for a pump-and-treat
remadiation scheme, including the optimal well locations, pumping rates, and cost
analysis.  First of all, the main program extracts aquifer flow and contaminant
characteristics from files created by running MOC. The user is asked to enter the
minimum acceptable contaminant concentration in order that a contaminant plume may
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be defined. In addition, the user enters the location of an cbservation well and a time
frame for the remediaticn effort. Due to the lirnitations of DOS, the full remediation
optimization (with excellent graphics windows) has heen developed for the UUNIX version.

The observation weil ..y be a doimestic well or other point of contaminant feve!
concern. The Liser may chaose to locace the pumping weil(s) manually or atitcmatically.
The vser may choose any number of different reimediation schemes to be considered
and, if the manual location option is chosen, the number of wells in each scheme. [f the
user chooses to have the wells automatically located, a choice is made between an areal
or a hydraulic barrier remediation approach. Following the location of the wells, the
pumping rates are assigned, eitner manually or automatically, to each well. The cost of
each remediation scheme is caiculated. Finally, for each remediation scheme, the
location of the wells, pumping rates, radii of influence, and cost are printed.

This program gives the following informatior: concerning remediation strategy:
(1) Well locations

There are two options: areal remediation scheme and hydraulic barrier remediation
scheme. If the areal remediation scheme is chosen, the X coordinates of the wells are
assigned by the followinrg equation:

X(J) = MinX + %’7_ (2/-1) (12)

where X represents the x coordinate of well j, i is the number of welis in the remediation
scheme, MinX is the minimum x coordinate of the contaminant plume, and DimX is the
maximum dimension of the plume in the x direction. The above equation locates the
wells equidistant over the length of the plume in the x direction. The Y coordinates of the
wells are assigned by finding the dimension of the plume in the y direction at X{j). The
well is then located in the center of the y plume dimension at the x coordinate of the weil.

If the hydraulic barrier remediation scheme is chosen, the wells are located in a
line such that they create a hydraulic wall toward which the contaminants flow. The wells
extend perpendicular to the primary direction of flow between the contaminant plume
minimum and maximum points in the direction paralle! to flow. The equations for
locating wells given flow in the +x direction are as follows:

X(J) = MaxX - Q;J?— (13)
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Y(j) = MinY + (2/-1) (14)

where MaxX is the maximum x coordinate of the contaminant plume and DimY is the
maximum dimension uf the plume in the y direction.

(2) Pumping rates

Pumping rates are chosen manually by the user or caiculated automatically by
the program for each well based on a radius of influence. tor automatic calculation of
pumping rates, the desired radius of influence was assumed to be one-half of the
distance to the closest well. The MOC model makes the following assumpticn based on
storage coefficient, S, whether an aquifer is confined ar unconfined:

if S <« 0.005 then assume d b /dt =0 =2> confined aquifer
ifS >=0.005thenassume db/dt=3h/adt => unconfined aquifer

The equilibrium pumping rate equation for a confined aquifer (DeMarsily, 1986) is also
used:

- (H-h)
g =2nT —————ln(R 1) (15)

where T is the transmissivity, H is the hydraulic head prior to pumping, h is the hydraulic
head in the vicinity of the well borehole, R is the radius of influence of the well, and r is
the radius of the borehole. The equilibrium equation for an unconfined aquifer is
calculated as;

(H® - h?%) (16)

= r[K A
e In(R/r)

where K is the hydraulic conductivity (T = K b). Sixty-seven percent drawdown is the
maximum ecenomical well operation since approximately 90 percent of a well's yield is
achieved at sixty-seven percent drawdown (Driscol!, 1986). However, the drawdown may
vary with the radius of influence. An approximate way of calculating pumping rates
without knowing the drawdown and influence radius is through the desired darcy velocity
along the boundary of influence radius:
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Q=2n Rbv (17)

Pumping rates and radii of influence are calculated based on a drawdown of fifty percent.
(3) Cost analysis

The cost of drilling is estimated to be $20 per vertical linear foot (Waier, 1892).
The cost of pumps is related to the horsepower of the pump. For each well, the
horsepawer of the pump is calculated based on the total dynamic head, pump efficiency,
and the pumping rate (Driscoll, 1986). The total dynamic head is assumed as the depth
from the surface to the center of the saturated thickness of the aquifer. The pump
efficiency is assumed to be 65 percent .

Since the program is based on Thiem (equilibrium) equation, it can not be applied
except within reasonable distances of a well: steady radial flow tc a well is only achieved
near the well where the hydraulic conductivities are homogeneous. Therefore, it is less
accurate when applied to a case where a large amount of contaminant exists and a very
high pump rate is needed. The user should consider this program as a tool for
visualizing the possible remediation schemes rather than obtaining some precise features
of the pump-and-treat system.




G. EXAMPLE APLICATIONS

In this section we provide several examples of the use of the system in
contaminant transport modeling, adapted from field-site studies.

1. Example One: CDAST

The one-dimensional analytical model ODAST was prepared to illustrate the
relationship between OU 3 (Operabie Unit 3, Hill Air Force Base, Utah) sources and
contaminant migration. The model assumes that the aquifer is homogeneous and
isotropic with steady-state uniform groundwater flow at constant velocity. It calculates the
contaminant concentration at any time, at any distance from the source based on the
length of time the contaminant was injected into groundwater, and it ac;usts the
concentration for dispersion and retardation. Table 3 list input data requirements.

R

Table 3. input Data Summary, ODAST Hill AFB Example

Data 1: Input Explanation
1. Number of x positions 18 Assume source of TCE located at monitoring
well ESE-9. The 18 x positions are southwest
from the source.
2. 1st value of distance (x) 30.5 30.5 meters=100 faet
from the source

3. 2nd value of x 61.0 61.0 meters=200 fent
4. 3rd value of x 91.4 91.4 meters=300 feet

Cod 5. 4th value of x 121.9 121.9 meters=400 feet
8. 5th value of x 152.4 152.4 meters=500 feet
7. 6th value of x 182.9 182.9 meters=600 faet
8. 7th value of x 213.4 213.4 meters=700 feet
9. 8th value of x 243.8 243.8 meters=800 feet

. 10. Sth value of ¥ 2743 274.3 meters=900 foet

- 11.10th value of x 304.8 304.8 meters=1000 feet
12.11th value of x 457 .2 457.2 meters=1500 feet
13.12th value of x 609.6 609.6 meters=2000 feet
14,13th value of x 762.2 762.2 meters=2500 faet
15.14th value of x 914.6 914.6 meters=3000 feet
16.15th value of x 10671 1067.1 meters=3500 feet
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17.16th value of x 12195 1219.5 meters =4000 feet

18.17th value of x 1372.0 1372.0 meters=4500 feet

19.18th value of x 1524 .4 1524 .4 meters=5000 feet

Data 2:

1. Number of time 1 Sources released from 1940

points

2. 1st value of time at 51. The elapsed time is 51 years.

which concentration is The time at which concentration is evaluated 1s

required 1891,

Data 3:
, 1. Longitudinal 5.09 (1) Dispersion coefficient=velocity x dispersivity
: dispersion cosfficient (2) Dispersivity =200 feet(for alluvial sediments)

(3) Dispersion coefficient=
20000 &**2/yr= 5.09
g m**2/day

2. Pore walet velocity 0.0835 (1) Groundwater velocity= 100 ft/yr= 0.0835
m/day

(2) From slug test results, most of the velocities
were less than 100 ft/yr.

3. Retardation factor 45 The minimum retardation factor for TCE is 4.5
{estimated from the percent of organic carbon
in the soil)
4. Total period of waste 36. A source released contaminants to the ground-
recharge water for 36 years (1940 to 1976)
5. Radioactive decay 0.
factor
‘ 6. Decay factor of the Q.
| source

The input file for ODAST: MODEL.DAT is

18 1
30.5 61.0 914 1219 1524 1829
2134 2438 2743 3048 4572 6096
762.2 9146 10671 i2ig5 13720 15244
51.

4.5 36. 0.
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i The output file for ODAST: MODEL.OUT is
SOURCE CONCENTRATIONCO = 100 ¢
! CONCENTRATION (C) FOR
y vs 0d D= 509 R=45 LAMBDA= 000 ALPHA= 000 T0= 360
B TYEARS) X= 3 X= 81 X= 91 X= 122 X= 152 X:= 183.
: T o
: 510  2373D+00 3286D+00 4191D+00 5002D+00 56370+00 6044D+00
CONCENTRATION (C) FOT
, V: 08 D= 500 R=45 LAMBD J ALPHA= 000 TO= 38.0
T(YEARS) X= 213 X=244. X= 274 X= 305 X=457 X= 610 4
If - -
i S10  6205D+00 61350400 5870D+00 5459D+00 2738D+00 87330-01
!
i TONGENTRATION (C) FOR
| V= 08 D= 509 A=45 LAMBDA= 000 ALPHA= 000 TO= 38.0 ®
l
| T(YEARS) X= 762 X=015 X=1087 X-1220. X-=1372 X=1524
: o
510  1745D-01 2140D-02 1578003 6944D05 1803008 2781D-08
Elapsed ime 6000E-01 saconds ®
The concentration profile (breaktirough curve) is presented in Figure 45.
Concentration Profile . ODAST model Y
QU3 | Hill AFB , Utah
Pl 7T’—"'"_*'~‘vw“"—“‘_'—‘j
Finpsed Arns =51 yra, Disparsvity = 200 1 W
. ” Velucty =100 ft Ar, Retardation =4 5
2 Sourcs duradon = 36 yrs J|
5 — - »
a
H
iy =
A=
s
»] I 1
\ &} J?T . hY
! "
7; 0\‘{, - I D
‘ [
! sl e e e g w—w- @
20 000 0000 15000 20000 25000 0000 WBOOT 40000 46000 S000Q
Distance -rom ESE 9. ft —j
Figure 45. Application of ODAST to OU3 Hill AFB -
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2. Example Two: RESSQ

RESSQ was used to simulate two-dimensional advective transport under
the injection, extraction, and natural-gradient condition of the tracar experiments. The
field site is in the Mcffett Naval Air Station, Mountain View, California (Roberts, et al,,
1990) The RESSQ mode! was used to estimate (1) the areal extent of the injection fluid
front that develops around the injection well and observation wels, (2) the fluid residence
times from the injection well to the cbservation wells, and (3) the degree of recovery of
the injected fiuid at the extraction well. A sketch of the well fields is presented in Figure
48, for fluid injection at a rate of 0.5 liter/min at three wells, extraction rate of 8 liters/min,
regional groundwater flow of 300 m/yr, a porosity of 0.35, and an aquiler thickness of 1.2
meters. Table 4 summarizes the input data requirements.

T NI injection well

6 meters

. Bmeters

4 . ‘o
P . extraction wel: E|:

IIREN

Groundwater flow

injection well

& Sl :injection well

Figure 46. Map of the well fields installed at the field site.
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Takie 4. Input Data For RESSQ Exampie

concentration

Data 1 Input Expianation

1. Title moffett Field site at Moffett Naval Air Station

2. Numper of injection 3 To illustrate the original design of the wall field
wells ( > 0)

3. Number of production 1 One extraction weil with higher flow rate to
wells create an approximation of radial flow

4. Ambient concentration in | G. Assume no background concentration

aquifer

5. Default injection 100.

6. Units of concentration (blank) Blank (default) for using concentration in
percentage

7. System of units 2 For practical units

8. Thickness of aquifer 1.2 Average aquifer thickness

flow

Data 2:

9. Porosity (percent) 35. A porosity ot 0.35

10. Pore water velocity 300. A regional flow of 300 m/yr

11. Direction of regional 90. Ground water tiows toward the north

12. Adsorption capacity
of rack matrix

Assume no adsorption ( retardation factor R
=1).
Adsorption capacity =1-1/R

13. Period ot study

Maximum amount of time for calculating the
trace of a streamline (years)

14. Step length

Spatial increment used to trace out
streamiings (im)

15. Flag:plot ot
streamlines

-1 suppresses plot of streamilines

18. Flag:plot of fronts

(blank)

-1 suppresses plot of fronts

Data 3:

front 1s calculated

17. Number of fronts to 7 (Maximum 7)

be calculated around

each injection well

18. Time at which the 1st 0.004 0.004 year= 1.46 day




19. Time at which the 2nd 0.005

front is calculated

20. Time at which the 3rd 0.006

front is calculated

21. Time at which the 4th 0.007

front is calculated

22. Time at which the Sth 0.008

front is calculated

23. Time at which the 6th 0.009

front is calculated

24. Time at which the 7th 0.01

front I1s calculated

Data 4:

25. Minimum x for plot -8. Limit v« the area studied (m)

26. Maximum x for plot 8.

27. Minimum y for plot -8.

28, Maximum y for plot 8.

Injection well 1:

1. Name of the well Injwell-1 Injection well S!

2. x coordinate of the well 0.

3. y coordinate of the well -6,

4, Flow rate into the well 0.03 Fluid injection at a rate of 0.5 I/min (0.03
m**3/hr)

5. Radius of the waell 0.025 25 mm=0.025 m

6. Injection concentration 100.

7. Angle at which the first 0. 0. indicates positive x axis

streamline calculated

leaves the well

8. Number of streamilines a0

calculated for the well

9. Ratio of number of 3

streamiines 10 ihe

number of streamtines

plotted

Injection well 2:

1. Name of the well nject-2 Injection well El




»
2. x coordinate of the well 6.
]
3. y coordinate of the well 0.
4. Flow fate into the well 0.03
5. Radius of the well 0.025
6. Injection concentration 100. >
7. Angle at which the first 0.
: streamline calculated
R leaves the well
8. Number of streamlines 30
calculated for the well »
9. Ratio of number of 3
streamlines to the
number of streamlines plotted
Injection well 3: »
1. Name of the well inject-3 Injaction well NI
2. x coordinate of the well 0.
3. y coordinate of the waell 6.
4. Flow fate irto the well .03 »
5. Radius of the well 0.025
8. Injection concentration 100.
7. Angle at which the first 0.
streamline calculaled »
leaves the well
8. Number of streamlines 30
calculated for the well
,. 9. Ratio of number of 3
streamiines o the »
number of streamlines
3 plotted
Produ..don well 1;
! 1. Name of the wall Prodwell-1 Extraction well P »
2. x coordinate of the well 0.
! 3.y coordinate of the well 0.
4. Flow rate from the well 0.48 Extraction rate of 8 I/min (=0.48 m**3/hr)
5. Radius of the well 0.025




6. Flag:to suppress study  of

concentration

(blank) Blank means production concentration is to ba

studied

The results (see Figure 47) indicate that it is advantageous to use the southern leg
for the biorestaration experiments. The reasons are the foliowing: (1) the injected fluid
supplying the nutrients becomes less dispersed, and hence a more dense microbial
population can be stimulated; (2) by injection upgradient, the injected tracers and
chlorinated hydrocarbons can be most effectively recovered at the extraction well,

RESSQ Streamline Plot

Injection
Well

7]
pa—
D]
g Extraction
Well
S 0.
oo ]
Rz
- GW Injection
Flow

Wells

://

-8.0

0.
Distance, meters

8.0

Figure 47.

RESSQ Streamline Plot for Moffett Base




3. Example Threa: USGS MOC

The two-dimensional flow and mass transport numerical model, MOC, was
used to simulate groundwater transport within the OU 3, Hill AFB, Utah. This model has
been updated for simulating the transport of non-conservative contaminants. The area
of the regional model comprises all the potential sources in OU 3 and a substantial area
downgradient of OU 3. The model consisted of uniformly spaced cells at 250-foot
intervals with 38 columns and 39 rows. All recharges, discharge, and leakage was
determined for each cell based on flow conditions established by the regional
groundwater flow model MODFLOW. Values used for permeability and aquifer thickness
and other hydrologic properties were the same as the regional groundwater flow model.

The preprocessor program PREMOC can be used to view the input file,
HILL109.dat, which is quite lengthy and is provided with the software package. An
isoconcentration map of predictions is provided below (Figure 48): contour interval from
1 pg/l to 21 ug/l, retardation factor R =1, concentration in ug/l.
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Figure 48. TCHE Contours for Dperable Unit 3, Hill AFB
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Figure 49 is a three-dimensional view of the simulated TCE concentration
contours. The authors have visited the site twice and obtained extensive data from Hill
AFB Installation Restoration staff.
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Figure 49. TCE Concentration Surface, Hill AFB 003

4, Example Four: ODAST in Monte Carlo mode

The one-dimensional analytical model ,ODASTMC , was developed to
aacount for uncertainty in the simulated concentration. This example also uses data from
QU 3 (Operable Unit 3, Hill Air Force Base, Utah). In Mante Carlo simulation, the input
parameters are assumed to be random variables. After repetitive executions of the
model, it will generate an ouiput probabiiity distribution associated with the contaminant
concentration at the point of interest. In this example, the point of interest is monitoring
well ESE-6 which is 2350 feet from the contaminant source {(near monitoring well ESE-9).
The observed concentration at ESE-6 in 1931 was 4.9 ug/L. The simulated mean
concentration is 6.156 ug/l.. Table 5 summarizes the input data.



%

Table 5. Input Data for ODASTMC

Data 1. Input Explanation

1. Number of x pcsitions 6 Assume source of TCE located at monitoring
well ESE-9. The 6 x positions are scuthwest
from the source.

2. 1st value of distance (x) 304.8 304.8 meters=1000 feet

from the source

3. 2nd value of x 609.6 609.6 maters =2000 feet

4. 3rd value of x 172 717.2 meters=2350 feet (location of monitoring
well ESE-8)

5. 4th value of x 1219.2 1219.2 meters=4000 feet

6. 5th value of x 1524.0 1524.0 meters=5000 feet

Data 2:

1. Number of time points 5 Sources released from 1840

2. First value or 10. Year 1950

time at which concentration

is evaluated

3. Second value of time at 20. Year 1960

which concentration is

evaluated

4, Third value of time at 30. ‘ear 1970

which concentration is

evaluated

5. 4th value of time at which | 40. Year 1980

concentration is evaluated

2. 5th value of time at which | 51. The clapsed time is 51 years.

concantration is required The time at which concentration is evaluated is
1991,

Data 3: MV MV:= mean value,

sD SD= standard deviation,

PDT PDT= parameter distribution type (1:uniform
distribution;2:normal distribution;3: Ing normal
distribution)

1. Time of waste recharge 36. A source released contaminants to the ground

0. water for 36 years (1940 to 1576)

2

2. Pore water velocity 0.0835 (1) Groundwater velocity = 100 ft/yr= 0.0835

0.00835 m/day

2 (2) From slug test results, most of the velocities
were less than 100 ft/yr.
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3. Longitudinal dispersivity 60.96 Dispersion coefficient =velocity x dispersivity

6.096

2

4. Diffusion coefficient 0. molecular diffusion

0.

2

5. Source concentration 150, ug/L
15.
2
Data 4: MV MV= mean value,

sD SD= standard deviation,

POT PDT= parameter distribution type (1:uniform
distribution;2:normal distribution;3: log normal
distribution)

1. Bulk mass density 1.99 g/em®

2. Porosity

0.25

3. Distribution coefficient

0.44
0.044

R=(1+Kp,) / ¢
R= retardation factor
o= bulk mass density
Ky=distribution coefticient
¢ =porosity

4. Radioactive decay factor

5. Decay factor of the
source

Moo NOOo

Data 5

1. Target concentration to
evaluate

Maximum allowable concentration (ug/L)

2. Number ¢t Monte Carlo
Runs

1000

3. Observation point of X

X position where potential human exposure is
evaluated (check Data 1.)

4. Observation point of T

Time point where potential hurnan exposure is
avaluated (cneck Data 2.)

5. Name ot containinant




6. Name of site Hill

The input file for: MODEL.DAT is

3048 68096 7172 9144 12192 1524,
10. 20. 30. 40. 51.
38. Q.2

00835 0.00835 2

180, 18,2
199 01992
025 0.0252
044 00442
0 0.2
0 0.2

The output file for CDASTMC: MODEL.OUT is

TIME = 10:22:38.28
TIME = 10:22:48.87
Elapsed time:  1159E +02 seconds

The number of Monte Carlo run @ 100G
The mean values cf paiamaters:
SQURRCE CONCENTRATION CO = 150,00

V= 08 D= 5.080 R= 450 LAMBDA= Q00 ALPHA= .000 TO= 36.0 T(YEARS)

1he observation point: X= 717200 T=  51.000
The mean value of cancentration . B8.156

The standard deviation of cancentration : 5.785
The cancantration {or evaiuaton: 5000

The probatality of failure : 454

The distance-ume matix 1s:
T X
10.0000 : 304.8000 8049.8000 717 2000 914.400Q 1219.2000 1524.0000

200000 @ 304.8000 608.680Q0 /17.2000 914.4000 1219.2000 1524.0000
30.0000 : 304 8000 809.6000 717.2000 914.4000 1219.2000 1724.0000
40 0000 - 304 BOOO 508.6000 717.2000 814 4000 1219.2000 1524.0000
51.0000 © 304.B00Q 809.6000 7172000 914.4000 1219.2000 1524.0000

The piuiatihty of falure matrix s :

0020 0000 0000 0000 0000 0000
8760 0000 0000 0000 0000 0000
1 0000 0180 .0000 0000 .0000 0000
1 000G 3880 0530 0000 00C0 0000
1 0000 8890 4540 01eu G000 0000

The predicted cumulative distributiori function is shown in Figure 50.
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SECTION IV

USERS GUIDE FOR THE UNIX VERSION

This section provides a detailed guide to the use of the Advisory System in the
UNIX erivironment. As with the DOS version of the Advisory System, the intended
audience is a user reasonably familiar with the general theory of contaminarit transport
in porous media, and the UNIX operating system. However, the user may not have
experience with a particular transport model. This section contains a generic guide to
the Advisory system, generally applicable and independent of the specific contaminant
transport model. The generic guide to the Advisory System includes subsections A,.B
and C. The subsequent sections present more detailed information on the spscific
models in the UNIX version of the Advisory System that have some differerices (even
though minor in some cases) from the DOS version.

For each model, notes are provided on the applicability of each model. the
inherent limitations of a particular modeling approach, data preparation and output.
Section II(Q) presents four applications of specific models within the Advisory System,
which are identical to the UNIX version.

A, STARTING THE SYSTEM

This section assumes that the Advisory System has been properly instalied on the
UNiX-based workstation according to the instructions provided in Section lI(B). To start
the Advisory System, switch to the sub-directory "gwadv® and execute the command
"gwadv". An introductory screen for the Advisory System, which identifies the version,
appears (see Figure 51).

B. FILE MANAGEMENT

The first task is to identify the site for study and establish the needed data files.
Another screen presents the user with a list of the LEVEL 0 options. Option 1 provides
a simple introduction to the system. Option 2 provides access to a previously analyzed
site. Choosing this option will locate and access all existing files dealing with the site.
Opticn 3 allows the user to analyze a new site. The Advisory System will automatically
check that files with the user-supplied names do not already exist. The user is prompted
with appropriate alternatives if the files already exist. Option 4 terminates the Adwvisory
System and Option 5 allows the user to proceed directly to LEVEL 1 of the system
{Figure 52).

For a previously analyzed site, the user is prompted for a 7-character file name
which includes the site name and model ID. The site name and model ID shcuid consist
of 5 letters and 2 numerical digits, respectively. Together, the site name and madel
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Figure 52, Level 1 Options, UNIX Version

ID identify the files assaciated with the site, and the specific model previousty apolied to

the site analysis. For example, Figura 53 below illustrates the screen display o o
previously analyzed site. :
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(" x| cridtool < /in/ s

Tha Dreviously analyad s1L8s are: =
PRICROY . dat PRIORGY.dat 1in1903. dat '1n19i0, dat

PRIOR0Z. dat PRIQROY, dat 1in1904 . dat irnt312.dat

PRIORDJ, dat PRIOR1(], QAL 1in190%5. dat 11n2010. dat

PRIORDS . dat BRIORTZ, dat Tin156.dat 1111909, dat

PRIORQS. dat .onc. dat 1in13967.dat 11910, dat

PRTORDG. dat lini¢0t, dat 1in1908. dat tiuis3" 2. dat

PRIORD? . dat 1in1802. dat 1in1309. dat

Enter nawe of Jata file (7 characters) => xxxxxxx.dat

A NS EuRSEMRNWEEE. TEARAEASNKaOvESNER AR N )

.v.[

Figure 52. Screen Yo previously danalyeoed sito foley

To analyze a new site, the user seiects Ogiler Fand is pronured tor a &-chavacter
site arid a header identifying the analyst, date and titie of the project. Witk completon
of this slgp, the Advisory System proceeds 1o the LEVEL 1 mgnu. This option can also
ne used re ro-ansivze a previously anatyzed site.

For users not expevienced with the Advisany System, Cotion 5 allows the user to
procest © the LEVEL 1 omenu uging the defaul site name "PRIGRY (o create the
necessay input 2nd output files,

o, LEVEL 1, MASTER MEND

Alter setting up the necessary filas . tha system proceeds to the LEVEL 1 meii
LEVEL 1 conrols all pathways to the system and is accessed by ihe LEVEL 1 MASTEFR
vi=NL (Figure 52 shown earlier). Level 1 opiions are divided into two categenes:
“Advisory Supaort and "File Utilities." The utiities are self explanatciy and halpiul for file
inanagerment.  The coton of advisory supsott provides access to either prelimmiary
~<nalysie, or all the trarsport models within the Advisciy System.

. PRELIMINARY ANALYSIS

In many casas, it may appeer to the analyst that a siie is so puorly siluatec that
detailed modeling cannat be used. In other cases, some sites may ne>d pielimmary
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analysis to evaluate the hydrmgeology and previde a guide fo wurther data culiscticn. To
formatize this subjective process, the Advisory Systern provides & praliminary analysis
using the LeGrand nwthod. In most cases, the LeGrand method shouid be the first step
in the analysis process {Option 1 of the Level 1 Mernu.

In the early stage of a site investigation, project managers usually lack the
rescuices to conduct a detailled mordeling analyses of all sites poteniialy efieching the
groundwater. Due to poor hydrogeoicgical condilions, it is often necessary io perform
a preliminary investigetion o guide further site investigation. Convarsely, some ¢ases
will have such a low dagree of contaminant severily and potential risk ¢f contarination
that a sits could he assessed without detailed modeling. Often, the decisions ccnzeming
the site modeling are subjective i nature. however, it is aafer and beneficial {0 esiablisn
z formal mechanisin for deciding on how a spacific site should be modeied.

The criteria and methodaoilogy used to parform the preliminary analysis in the LINiX
version of the Advisory System is identical to that used by the L3S version of the
systarn. Fora detailed discussion of the LeGrand method, please refer to Section {H1{D).

E. ACCESS TO MODELS

The Advisorv System prevides the user with two methods for accessing the
viodels withir the system. The first method involves the CHOICE algorithm which
provides a formal mechanisrn for seleciing the appropriate groundwater model with
respact to the availabie site data. The second metnod involves the direct selection of a
sperific groundwater model. This approach allnws users with extensive exgerience in
groundwater and contaminant transpoit modsling io Sypass the model selection routine,
The foliowing sections provide detailed descriptions of salacted models only as o ted
ahove. The CHOICE algorithm in the UNIX version is identical i that of the DOS version:
for spenific dstails ragarding ils operation and use. please refer to Sectian HIHE). The
direct salection of madeis within the system is seli- explanatery and menu-driven for user
conveniencs,

FONPUTIGUTUT DATA FORIAATE FOR SPECIFIC MODELS

The UMEX version of the Advisory Systern uses Qpen Windows version 2.1.1 to
access, 2dif andg nrocess the input and output data for all the mode 1 the systemi, in
additicn, the windowing software allows the user (0o view both input and output
informaton simuilanecusly. The window drivers are all automatic and provide the user
with ersy access to any files within the system. Figures 54 and 55 illustrate the
accesibility of both input and autput files used by the systeni. The actual use of these
wincows is very simple and self-explanatery. If vou ~re not familiar with the use of the
Qopan Windows  system, familiarize yourself by expernimenting with the creation, editing




and saving of temporary files before you start runnirg the Acvisory System. If you have
any questions canceming the Open Windows systam, plaase consult ihe users mancal
included with the workstation.

Graphics output for the system is similar to that of the standard input and ouiput
iles. Whenever the user selects a graphical mode fur the presentation of modeling
results, the Advisory System automatically forks a new window using the Onen Wincows
software and displays the desired output. These windows can be delsted or saved using
the standard windowing options available in Cipen Windaws. A word of cauticn' you
shiould neve- try to display an executabla file while running the Advisory System. Doing
so may cause tha window to "freaze", resulting in a great deal of aggravation. In
addition, you might accidentally corrupt the fiie which wili prevent it from werking
properiy
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¥ . © Fest et Ahutnes pats met S kil/pwetie Adastr d -
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JoTeeTeesevanevanstecnacans T T T e T mvmessaCmmnn e 1B
paraserers 2230 Variaye  type |
Longitudinal dispersion coefftciont,ava/d 1.0000 0.1000 2 !'
Transverse dispecsion coeffiiiant wew/d 0,1000 0.010¢ 2 }
Pore water valocity, a/d : 0.1000 0.ui0r 1
Half Tength of source, w : 50,0000 5,6000 k]
Radioactive dacay factor, t/d H 0.0000 0.007G 0
Retardation factor : 1,000 0.0100 2
! Dacay factor of the source,1/d : 0.0000 0.9000 U

Spa— ol

Figure 54. A screen for access o lLnput data

In the foiiowing sub-sections suggestions are provided on the use of comnonent
maodels in the system, following the seme format as in the DOS section.  'n each case,
the following iterns are addressed: 1) applications of the particular model, 2) limitations
of the madel's approach, and 3) details of data input arnd output for specific madeis.
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1. QDAST

i3
The program ODAST avaluates tha one dimensional analytical solute e

tranisport solution censidering convecton, dispersion, decay and adsorption in porous ;)‘(

‘ media (Javandel 2! al., 1884). The prograin has been modified to facilitate Monte Carlo @ e

analysis. The sclution meinod handles many types of transpart conditions, and is aiso

vz numerically stable a.id compuiationally efficiant. The ideaiizad situation from which the "
solution arises is as follows: the model considers an infinitely loeng column of a
homogeneous isotiopic perous medium with a steady stats unitorm flow of constant

‘ seepage velocity. A particuler solute is injected fromn one end of the system for a periad »
. of time such that the input conceniration may vary as an exponential function of time.
.- The value of concentration may then be calculatzd at any time t and distance x from the
A injection houndary. in the field, such an idealized situation couid be represented by an
infinitely long ditrh of contaminated waste water fully penetrating an infinitely long

confined aquifer, vith tha diteh cutting the aquifer parpendicular to the direction of flow. »

SERR O
R

The idealized situation described obviously does not exist in the rea! worid. However,
the solution provides a valid approximation in many cases. As with most analytical
solutions the assumption is made ot isotropic, uniform, steady state regional flow. This
will often be a reasonable approximation of actual flow conditions. Likewise, the ®

el
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assumption of a confined aquifer may provide a reasonasle appraximation for analysis
of phreatic: aquifers if the flow regime is riot strongly altered by thea rate of fluid input from
the source, and the saturated thickiness ramains approxirnately constant. Even where the
saturated thickness is 10 some extert variabia over time use of tha average saturated
thickness will enable analysis of average contamination nsk. This approximation will be
particularly valid for analysis i the Morte Caric mada. In the Monte Carlo mode ihe input
concentration and regionai flow veincity both become random variabies, and e
cumulative frequency estimated over these and other random pararnaters should provide
a reasonable estimate of the average risk. I however the scurce itself contributes fiuid
tnat hecomes an important factor of the fiow reQirng, so thar rad:al flow from the source
is ostatilished, the confined aquifer assumystion biacomes inaspropriace, and the phreatic
surface wili move in responsse to the source inpit. This condition is tested for in the
CHOICE algorithm. Another modal, DUPVG, may ba appropriate under these conditions.

Cbviously, real sources will not ba ot infinite langth. However, the une dimensional
solution providss a 1eascnabls approximation for finite scurces it the observation oint
is sufficiantly near the finits width scurce so tnat the effect of the source edges will big
rinimal, For instanze, if a source has a lateral e)xtenc of 200 feet and the perimeter ot
cornnliance is 50 feet from the source, the one dimensional solution is likely to provide
a reasonabls (and conservative) approximation of contamination risk along the axis
extending from tne center of the source (but not near the scurce edges). The exact
distance iz whinh the one dimenrional solution can be carriod dewnstream from a finite
source withaut introduction of uracceptable eirer will depend on the interaction of all the
forces controlling the flow regime.

The method can also ve extrnded 1o cover input configurations. other than the ideal
ditch perpendicular ic flow. Many situations of interest will involve large areal surface
applications of wastes. Modeling the actual distribution of contamiration in such cases
is & complex process. However, solutions such as ODAST may be appropriate given
certain assumptions. The first step is to calculate the rate of mass lcuding at the water
tabie surface, after any vadosas zone attenuation. We rnust then make the assumption
that the substance is more or less i siontly vertically mixed in the aquifer. Such an
approximation is of course mera valid for relatively thin surficial aquifers. (Generally,
when tha degres of vertical penetration is a significant tactor in determininy plume
development, a threa-dimensional solution, such as EPAGW, must be employed.) This
constant areal input must then be represented as a line source at the downflow edge of
the area. Te do this one can make the simplitving assumption that the whole aquifer
volume beneath the landfill is thoroughly mixed by the time flow reaches the downstream
edge of the source, and calculate an edge cconcentrati-v based on the loading diluted
by the regional flow. (The concentration at the edge of the aquifer wiii thus have a
maximum possibla value equal o the leaching coricentiation.) Such an approach is most
applicable where the loading is approximaiely constant cver the whole area. (An
alternative is to model the areal source as a Gaussian source, maximum at the center
and declining towards the edges. This option is provided by EPAGW.) Model input
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providas options for calcuiating concentration in this manner, or for direct input of the
concentration at the scLirce exige.

The nature of the soiution, and the additional assumptions that may be needed
to employ it, es indicated alove. introduce a number of limitations in the applicability
of the model First, CDAST is clearly inapplicable when the source cannot be modeied
as laterally approximateiy nfinite in terms of the point of interest. As with all analytical
soluiions, the model will not ba appropriate whiere there is a significant deviation from
the corditions of unitorm, steady-state regional flow, However, minor violations of thaese
conditions will nct have impontant effects on the general analysis of contamination risk,
and the model will also e valuabie for initial analysis whan non-uniform flow is
sugpected, but not fuily documertted. The solution also assumes a semi-infinita fiow
regime, and thus cannot take into account aquifer interactions with constant head
noundaries, such as rivers. The CHOICE algorithm suggests avoiding use of this type of
anaiytical solution when the pe:imster of compliance or othar point to be modeled is
within 250 feet of a fixed head boundary. Limitations that are more difficuit to assess
involve the as assumptions that vertical concentration gradients can ba ignored (full
mixing), and that the scurce can be modeled as a uniform strength line. Ciearly, the
solution cannot be used for liquid coniaminants that are not fully miscible and tend to
float or sink within an aquifer. Further, ODAST may result in underestimation of
contaminant risk at the aquifer surface if full mixing does not occur.

The preprocessor developed for ODAST follows a standard format that 1s used for
most of the modeis in the system. This consists of presentation of a number of screens,
with input slots to be tilled. The user has to key in the required input data with the same
format shown on the screen. An error-detection design in the preprocessor provides the
user a opportunity to go back to tha same screen if he/she has made any mistake, Input
data for ODAST includes the followings:

NUMX: Number of paints modeled! in the X direction. which establishes the
1-dimensional grid. From 1 to 25 points miay be used. Grid size does not affect solution,
and for Monte Carlo simulation you will normaliy wish to examine only ona or two points
at the perimeter of comgliance in order to speed execution. The X direction is coincident
with the regional flow vector.

NUMT: Number of time steps for calcilation. in Monte Carlo applicaticns only the
last time step wili be tabuiated for cumulative frequencies. However, tha output file will
contain sample data from each time step. In deterrministic made jull d-iz will be provided
for each time step.

MONTE CARLO MOCE: In Monte Carlo applicaticns, the user needs to input the
probabilistics of the random parameters, inciuding theit mean, variance and type of
probability distribution. Three oplions are availatle in the Advisory System. Type=(1)
generates va'ues of parameters as an uniform distributions by use of Bex-Muller method.
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With option Type=(2), nomal process is used. With Type=(3), log-nersnal distribution
is adopted.

DL: Longitudinal dispersion coefficient. In deterministic mode, or in Monte Carlo
mode For MC the mean and standard deviation of dispersion coefficient are required

V0. Mean pore water velocity of the regional flow, required input for sither
deterministic mode or Monte Carlo mecde. This can be estimated from the average
observed fluw velocity, v, as VO=v/P, where P is the porosity of the medium.

ALAM: The "radioactive” decay factor of the contaminant in the saturated medium.

In 2

AL T (18)

where HL is the half-life (days). Note that ALAM can be used to represent chemical
hydrolysis by entering the generalized hydrolysis rate as ALAM. Specify ALAM=0. for no
decay or hydiolysis. Hydrolysis rates typically vary with pH and can be estimated from
acid, base and neutral rate constants (K, , K., and K, .). The generalized hydrolysis
ratz constant, K, can then be approximated by the relationship (Mulkay and Brown,
1985):

Kn [OH 36 1 (10 Kypy [H' ]+ Kp)) B 1,
g BN,

(19)

for rates expressad in days', in which [H*] is the hydrogen ion concentration, M,
squivalent to exp(-pH); 'OH] is tha hydroxyl ion concentraticn, where at equilibrium in
water [OH[H*] = 1.0 x 10'* B is the soil-water distritutiori coefficient (see next
section); 8 is the volumetric water content of the soil (total porosity for saturated media),
and p , is the suil bulk density as g/cm”. In equation (19), the term K, {OH] represents
the first-order hydrolysis rate for the diseolved constituent. Where I is not known this
term may be replaced by K, [DH] = (K, [H'] + K.). The rates can bte altered to
additionally reflect biodegradatic:: and vciatilization whera information is avaiiable. Total
rates may also be directly estimited from an observed haif life (HL) as ALAM = In2 / HL.
Rates are 1/days.

R: retardation cosfficiart, = v/vc, where v is the velocity of the regional flow and
ve the apparent velocity of tha contamirant. If we assuime reversible linear adsorption,
R can be estimated as:

.. B oy
20)
R 1 0 (
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For this modal, soii bulk dersities are not axpiicitly consideraed, and the user must input
a computed velue ior R, However, for the typically encountered ranges cf porosities and
soil bulk densities R, can be approximated as falling within & lirnited range (Freeze and
Cherry, 1979):

(1. 48) sA<(1 . 108 (21)

The vaiue of 8 will also vary with tha type of the medium, particularly the crganic carbun
fraction of the soil. Values of 8 are typically reported as K, where K, is tha distribution
ceefficient normalized to organic carbon. In tha case where hydropimbic binding
dominatss the sorption process, the actual distribution coefficient can then be estimaiad
by

ﬂ ’ fur:ch (22)

where f. is the fraction of organic carbon in the soll. Values of f,, ars ot widely
available, but are generally thought to lie in the range of 0.001 to 0.01 for most soils
(Mulkey and Brown, 1985). For other binding mechanisms this relationship cannot be
used (see Karickhoff, 1985).

ALFA: Similar to ALAM, but represants the rate of decay of the source strangth.
Specify ALFA=0, for constant sourca strength.

1, Total time period of waste recharge in years.
The output of ODAST has two formats:

(1) Text format - tha UNIX version of Advisory Systern provides a text editor
window which allows the user to view, edit and stors the output data for later use.

(2) Graphics format - thare ars eight options for the user to see the contaminant

concentration on the time-distance domain,

a. time-distance grids plot,

h. manachroine contour,
monochrame contoui with grids,
colars coriour,
¢. grey-toce conteur,
f. full color contour,
1. vector plots,
h. persvective plot.

a o
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2. TNAST

Thea modei TOAST evajuates the two-dimensicriai solute transport case with
an analytical sulution, considering convection, dispsersion, decay and adsorpticn in
porous medis (Javandel et al., 1985). The idealized conception of the modei is related
to that of ODAST, but covers ancthwr important class of cases. As with ODAST we
ascuma conditions of steady-state, uniform fiow iri a confined aquifer. The source is
again assumed to be fully panetrating, but in this case is of finite lateral extent (normal
to flow), as in tha case of a fully-penetrating ditch of finite length. Thus, TDAST is
applicable in conditions similar to those applicable for ODAST, except that here the
observatizn point is far enough from the source boundary so that the effecis of the
source edge and transverse dispersion must @ taken into account in the aporoxirnation.
By using the same techniques as describec above for CDAST, TDAST may be applied
to constant areal waste sources. In suci a case, ODAST would e accurate for anaiysis
near to the center of the source sdge, while TDAST could be usedd for such a location
and also locations nearer to the source edge, and lecations further away from the source
boundary. In general, the numerical stability and speed of COAST make that solution
preferable where applicable. TDAST is also useful for analysis of contamination resuiting
from smailer sources.

The sarne general limitations apply to TDAST as apply to ODAST, except that the
effects of lateral source geometry and transverse diffusion are explicitly considered. That
is. the approximations of full pensetration (vertical inixing) and uniform, steady state flow
must also be met here. TDAST also assumes that the source is aligned normal to the
regional flow, although the sclution could readily be altered to take into account other
geometries. An important practical limitation of the present version of TDAST arises
rvom its use of a numerical technique to <valuate an integrai. Presently TDAST uses &
(GGauss-Legendre polynomial method for inis evaluation, making use of the same
subroutinie erriployed in the models EPASH and EPAGW. The number of terms in the
poiynomial evaluation may be set by the user, un to a certain limit. The solution routine
begina with a lower nurmber of terms and incremients the number until the soiutions
converge (within 1%). or the limit is reached. Ur:der certain conditions adequate
convargenre cannot be achieved within the limits available in the numerical integration
scheme, which will resuit in the display of a warning message. In goneral, lack of
convergence will be encountered when the ratio of Vt/X becomes much greater than 1
(where V is velocity, t is time and X is distance). This means that TDAST provides
accurals caleulation of tha time period during which concentration increases at a given
point, as the plume b eakthrough occurs, but loses accuracy at a given point as tinie
increases past breakthrough, resuiting in underestimation of concentrations. However,
this is rnerely an inconvenience for analysis, as the solution should approach a
staady-state roncentration before numerical instability overwhelms the solution. The user
shouid thus fine-tune the application to avoid this problermn. This can be done for the
desired time step ny eliminating those observation points that are well behind the
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breakthrough curve of the plume. As noted abave, because of convergence problems

in the estimation of the integral, it is not practical to specify observation points very near ®
the source as time increases. However, the user may always include points at X=0. At

this point the concentration wiill simply be given as the calculated source concentration

interpreted as a line source at the boundary.

The data input is essentially the sarne as that for ODAST, described above, with »
the addition of the following variables:

NUMY: Number of Y positions in the grid. Observations will be calculaied at all
combinations of NUMX, NUMY and NUMT.

NNS: This sets the accuracy of the numerical integration schieme used by TIDAST,
by cheosing the degree of the polynomial for the Gauss-Legendre method. NNS szlects
the nth digit from (4, 5, 6, 10, 15, 20, 30, 40, 50, 60, 104, 256). Increasing NNS improves
accuracy but decreases speed. NNS=8 seems to provide a good compromise value with
which to start, but may be changed at will. If convergence warnings appear on screen
, J during run time tie user should try increasing the value of NNS. *

s OT: Transverse dispersion ceoefficient. As in ODAST, the dispersion coefficients
must be input for deterministic modeling, but can be estimated from scale and velocity
in Monte: Carlo mode. In the latter case DT is estimated as 1/3 of DL.

A: Half-length of the source, being 1/2 of the lateral extent of the source normal
to the direction of flow.

The output formats are similar to that of ODAST, except that the concentratuon
contcurs are on the x - y space domaiit. N

¢ d. PLUMZDR

o The model PLUMZD is an analytical modei for caleulation of the tracer

conceritration distribution in a homogeneous, nonlealy contined aqguifer withi uniornmn
T regional flow. The solution imethod is based on the Hantush Well-function, w wiich the
Weli-function flow sclulion for a leaky confined aquifer is appiisd by analogy {0 acocunt
for transport and dispersion in a nonieaky sonfined aquiier. Sowrce strengths arg
P ssumed constant, but the solute may be subject to adsorplion and radidactive iype
decay in the porous medium.

A~ impcritant advantage of this method is that it can readily treal multiple point
sources, which sources may have been operational for differing amaunts of tme  This
enables PLUM2D toc treat certain situalions that carniot be handied oy other anaivucal
methods. The solution is based on an idealized situation, in whichi solute is introducac L)
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into a fully homegeneous confined aquifer through one or more tully penetrating wells
in the presence of regional two dimensional, horizontal ground waier fiow. The injection
rate from these welis is considered to be sufficiently small that it does not alter the
regional flow pattern. Thus the model is most applicable to injection wells with relatively
lovv injection rates. However, PLUMZ2D can provide a reasonable approximation for other
situations as well. That is, surface sources can be modeled as fully penetrating sources
if the assumption is made :hiat the solute is fully mixed in the vertical direction scon after
its introduction inte the aquifer. Further, the solution method is approximately appropriate
for use in a surficial aquifer, when the saturated thickness is relatively constant, and the
leaching rate from the sources is of a small enough magnitude such that it does not
affect the regional flow regime through mounding.

In incorporating the model into the system we have provided a complete
preprocessor and equipped the model for Monte Carlo simulation. In order to accournt
- for the corelation of the various parameters cantroliing the regional flow regime these
o are generated from simpler, underlying variables (see discussion of EPAGW for more
details). However, a user option is also provided in Monte Carlo mode for direct input of

W hydraulic conductivity and dispersion values.

; a4

7 3,,; As with many of the other two-dimensicnal analytical models incorperated into the
Ty

system, use of PLUM2D is limited to cases where it is reasonable to mode! the aquifer
as if it were a confined aguifer with fully penetrating sources. These sources are treated
as point sources, and thus the model is applicable to areal sources only where these can
De treated as clusters of point sources. The model further assumes that source strength
is constant, once initiated, and cannct handle sifuations in which the strength of the
source is decaying over time.

As with most models in the system, we have provided a standard format
preprocessor for PLUM2D. The user is provided with an option to specify injut in cither
metric units [m, day] or English units [U.S. gallon, ft., day]. Data input is as follows:

UNITS: User option to select English or metric units.
TITLE: Title to be used for output.

NPTS: Number of solute injection wells specified, or other sources that can be
approximated as injection wells. Up to 10 may be used in the present configuration ot
the model.

NOBS: Number of observation points for Morite Carlo simuiation (Up to 5). These
are the paints at which cumulative concentration frequencics will ba calculated, and are
in addition to the gridded calculation of concentration. For deterministic made this
variable is not needed.



NX: Grid dimension for calcutation, number of nodes in x-diraction. As this i1s an
analytical soiution, for Monte Carlo simuiation a very sparse grid may be specified if
interest is in only the frequency of concentrations at the observation points, rather than
plume development. Specifying a sparse grid will greatly speed execution. The X axis e
is assumed to be coincident with the direction of regional flow. NX can range from 2 to
20.

NY: Grid dimension for calculation, number of nodas in y-direction. Range 2-20. o

IRAD: User option to include radivactive decay (1=yes, 0=no). As in other

models, decay processes such as hydrolysis can often be modeled as radioactive decay,

‘ if an effective "half-life* can be established. PLUM2D does not include the ability to
« model hydrolysis based on pH, with pH specified as a random variable. o

MODE: User option for Monte Carlo simuiation. Set Mode=1 to generate K irom
underlying variables of particle size and gradient, set Mode=2 to estimate K as a
log-normal distribution independent of particle size.

XS: K-coordinate of origin of grid, in appropriate units. Range 0. to 5000.
YS: Y-coordinate of cngin of grid, in appropriate units. Range 0. to 5000.

DX0B: Grid spacing (interval) in the X direction. PLUM2D thus specifies an avenly ® ®
spaced grid.

O DYOB: Giid spacing in the Y direction, may differ from DXOB and is typically
smaller than DXOB.

; V. Average Darcy velocity of uniform recional flow, in the appropriate units,
@ coincident with x axis. Required in deterministic mode only. in Monte Carlc mode V will
be generated from underlying hydrogeologic variables, using the methods described by
Mulkey and Brown (1885).

e

i

M: Average aquifer saturated thicknass, whiich is assumed constant. o
P: Effective porosity (as a fraction). Required in deterministic mode only.

L: Longitudinal dispersivity, in units of length. Note that this model requires input
of dispersivity, rather than dispersion coefficients. »

T: Transverse dispersivity, in units of length.

RD: Retardation coefficient. RD= V/Vc, where V is the regional velocity and Vc the E
apparent velocity ¢f the contaminant. Thus RD must he = 1. Enter RD=1 for no ® e
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retardation.
HL.: if radicactive decay has beet spacified, enter half life, in years.
The next eignt variablies are raquired only in the Monte Carlc mode:

ITER: Number of iterations {runs) for Monte Carlo mode. {TER is recommended
to ba set {0 at least 500 to provide adeguatle definition of the frequency histogram.
However, the usear will usually wish to first test model performance by setting iTER to a
smalier number,

CVL: Coefficiant of variation of leachale (injection) councentrations, where the
coefiicient of variaiion is the stendard deviation divided by the mean. The injection
concentrations are modeled as a normai prucess,

TH(1), TH{2): The mean particie size is modeled as a log-10 uniform process,
measured in caniimeters. TH(1) is the maximum of tha range of the mean, while TH(2)
is the minimum. Thus TH(2) must be = TH(1).  GR(1),GR(2),GR(3): The hydraulic
gradient is modeled as a iriangular distribution, in which GR{1} is the mast likely value,
GR(2) the minimum value and GR(3) the maximum value. The range of GR is rastricied
to 1.0E-5 to 0.1, expressadi as length per length.

CVD: Moetficient of variation for dispersivitias, applied to both Land T,

CVLNQ: Coeificient of variation of lsaching (injection) ratas. If the HELP model
has baen applisd to this site the obsenau coefficient of variation from the HELP results
will be reported.

DKLN; Requirad only it MODE s set to 2, and hydiaulic conductivities are to be
independently gencrated. DKLN is then the mean of the natural log of hydraulic
conductivity, in cny/sec.

DKLNV: Standard deviation of mean LN hydraulic conductivity. Reguired only if
MQODE is set to 2.

DATA SET 1: OBSERVATION FOINTS. Required only in Monte Carlo mode. For
each observation poini specified by NOBS the uger must entsr the x and y grid index
(IXOBS and (YOBS).

DATA SET 2. INJECTION WELLS. For each injaction well. or sasrca modeled as
an iriection well, the usar must enter the following veiues:

X: x grid coordinata of iha sauwice,




Y: v grid coordinate of the source.
Q: injection rate of the source, specified as gpd or m®/d, as chosen by UNITE.
C: solute concentraticn of injection, as mg/l or ppm.

TIME: time since start of injection (operation) of this source, in days.

4. DUPVG

The above two analytical modsis are limited in their use to situations in
which the aquifer can be modeled as approximately equivalent to a confined aquifer.
Serious problems with this assumption arise when leaching from a source is of sufiiciont
volume relative to regional flow to create a significant radial flow comporient. The source
then serves not only to introduce contamination, but also alters the flow regime, and the
aquifer will possess a moving free surface. The significance of such offects is estimated
in the CHOICE algorithm by a preliminary calculation of ground water mounding resuiting
from the source. Where significant movement of the free suiface is axpected few
analytical solutions are availabie. Model DUPVG provides a solution for a particular class
of these problems (Vclker and Guvanasen, 1987, Guvanasen and Volker, 1982).

DUPVG i a two-dimensional maedel ir: the X-Z plane, considering the longitudinal
and vertical distribution of the contaminant. The geometry is thus an extension of the
ane-dimensional case, The source is represented as an infinitely lorig recharge basin of
a fixed width which contributes a constant rate of recharge to tha aquitar. The aquifer is
assumed to be symmetrical in X ebout this source, and bounded by a constant head
drain at a fixed distance, and there is assumed to be no pra-existing ragional flow
pattern. This enables the calculation of an approximata velocity distribution wathin the
saturated zone, and thus contaminant distribution. The assumption of an infinitely long
recharge basin implies that this model will ue appropriate vihen the paint of obsarvation
is sufficiently close to the source so that the effect of finite latoral axtent of the source is
unimportant, as in the application of ODAST. DUPVG is thus particulary important for
astimation of plume development near to 2 large areal source which contributes
signiiicantly to the tlow regime, such as surfaco irigation systams,

It should be reemphasized that the only flow considered by DUPVG is that
induced by the source. Thus dispersion is the only rischanism for dilution of the source
concentration. As decay is not considerad, this means that it DUPVG is run for a
sufficiently long time it will eventually "fiood out' the aquiter with ‘water at the source
concentration, It is thus not particularly useful to sun tha medet for predictions &t a Jiven
distance if the time involved is sufficient sa that watet at scurce concentrafion has fully
occupied this point - for in this case the prediction is merely that the concentration is
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agual to the source concentration. A rough estimate of the occurrence of this
phenomenon is when:

L MAL s x (23)

where Q is the areal leaching rate in gallons per day per square foot, A is the half-width
of thas source aleng the diraction of flow, in feet, tis time in days, s is the initial saturated
thicknass, in feet, n iz porosity, R is retardation coefficient (v/ve) and x is distance to the
ocbgervation point iy fest. Where this inequality hoids the controlling criteria for
concentration predictions will be the determination of Q, and any vadose zone
attenuation of contaminart load. The analyst may also need to consider whether any
processes of decay or dilution by regional flow, which cannot be corisidered by this
model, may have a significant effect.

Ir. order to gerive the analytical solution a number of important simplifying
assumptions were rnads, and the user should be aware of the implications of these
assumptions. The soiution method first assumes that the rise of the free surface is
substantially loss thar the initial saturated thickness ot tha aquifer (tests of this condition
are made in tha CHCGICE algorithm). Basad o thin premise it is assumed that;

(1) Thsa unsteady free surface can be aprroximatsly descnbed by a streamiine,
which implies that the fhw pattern is equivalent to the confined case, but with 2n a prior
unknown upper boundan,

A

(2) Near the source, streamline and equipotsential functions change littie with time,
sa that the transierit velocity can be described by & steady state aistribution mod:fied by
a simple time function.

(3) Further away from the source the veiocity fisld is essentially honzontal and its
spatial variation is negligible,

Thess conditions require that the slopa of tha free surface is relatively small, and
that tha distanca to the canstant head dram is sufficiently large so that equipoteriial lines
at the downstream end are vertical. The final solution uses an approximation that is
squivalent to the case where the distan. o 1o constent head goes to infinity, although the
near souree velocities are first computed using a finite value of this distance, In any case,
the soiuton menod will be accurate cn‘y wihan he cons’f;‘mt head boundary is re!atively
far away from the scurce, Further, constant head boundanies must be assumed 0 08
distribuiad symimetrizally abeut ths source avis

The approxirmate solution empioyed for the transpaort equation is Lased on the
assumption that the distance to constant head can be extendad ta infinity. Howevar, the
velocity distribution is first caiculated without this appraximanen, Thus the solution
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method should provide an accuraie estimaticn of tha overage position of the front
Howaver, when the constarit head boundary is cioser o the source the vertical »
digtabution of concentrations may not be aceurate,

Other imporant limitations a2 ohvious from the pature of the solution. The
meihod cannct take into account any ragional flow othar then that induced by the
scurce. Further, tne method treats unly conservativa <ubstances, which may ba retarded
but are not subject to dacay,

The preprocessor for DUPVE uses mn interastive mode, the usar types in thefre
ormatd input data intersctively througis dhe main screein Tha input data are as follows:

| NUMX: Number of points modeiad in the X direction, which estgblishes the ®
7 1-dimensionai grid. From 1-25 points may be ussd, Grid size dnes not affect solution,

and for Monte Carle simulation you will normally wish tc examine only ong or two points
at the perimeter of compliance o speed execution,

NUMZ: Number of points rnodeled in the vertical, Z direction, counting downward &
from tha top of the saturated zone.

NUMT: Number of time steps for calculation.
Q: leaching rate frorn source expressed as gal/it® - d. If the HELP moda!l has beer ® )
run tor this sits, the vaiuss obiainad wili be reported hera, In DUPVG the souwrce is

concewved as a basin of infinite horizontal extent and finite width.

POR: Total purosity of the medium,

N _ ‘ o , ]
B: Thickness of saturateqs layer (nitial thickness). This is used to calcilate the
initial mixed concentration benearh iha source.
DL. Longitudinal dispersion coefficient in M * /day.
. , C [
CT: Transvarse dispersion ceefficient in M ? /day.
A: For DUPVG, this measuras the effactive width of the "infinite" souice along the
r {flow) axis. This is properly the distance from the edge of the sourze 1o a flow divide.
As the geometry is assumed synunetrical this is wquivalant to hail of the width of the
- _ V] &

souice i X

R: retardation coefficient, = v/ v_, where v i5 the velocity of the regional fow and
vC the apparent velacity of the contaminant

>,. Maan initial source strength, as ppim.




e
FC: Field capacity (fraction). Porosity = P, + FC, where P, is the effective gl
porosity. ®

PKW: In DUPVG, non-Monte Carlo mode, an initial estimate of K is required. In
Monte Carlo mode K will be generated in the usual way. ¥

AHW: Determination of the slope of the free surface requires specification of
distance to a consiant head boundary, assumed to be symmetrical about the source.
Nete that for the approximation method used in the solution accuracy decreases as the
chservation point becomes nearer to the constant head boundary.

ATTEN: Fraction 6i the solute remaining after vadose zone attonuation. If the HELP
rnodel has been run a conservative estimate of ATTEN can be calculated autornatically.
This calculation assumes that the substance proceeds downward through the
unsaturated zone at pulses equal to the saturated hydraulic conductivity of that zone,
subject 1o retardation, and thus provides a very conservative estimate of residence time.

5. EPAGW

The pasic model employed here was developed by the EPA for analysis of
restrictions on land based disposal, and is documented in U.S.E.P.A. (1986). The EPA
approach is to modet the transport of a given substance, subject to hydrolysis and
retardation, determining a downflow dilution factor which is used to back-calculate an ¢
allowable concentration of the substance in a landfill, given a down-flow standaid level.
To do this, Monte Carlo simulation is underiaken cver all the relevant hydrogeological
variables, using a national data sat, allowing the formation of generalized regulatory
standards for allowable concentrations within the landfill. The method is carefuily
dasigned ta accounti for the correlation amony simulated parameter values. The transport
model employed is Sudicky et al.’'s {1983) 3-D steady-state soluticn, using Gaussian
quadrature to solve the integral. Wo hava modified this method in a number of ways.
First, if we asstumne that the site characlerisiics are known, or can be specified by
distributions, the method 1s readily :nvertad, so that the "dilution" factor is used to predict
downstream concentrations from a specifisd source, using the same Monte Carlo
analysis. Secondly, instead of using & national data base for the hydrogeologic
pararmetsrs, one of several data bases can ve selected that reflects the characizristics
of & specitic ragion within North Carolina. The selected data base can then be moditied
in accordance with any available site-specific data. The method thus becomes
appropriate for an analysis of contamination risk in a situation in which liitle is known
about the speaific hydrogeoiogy of a site. The objective is then to simulate: tire expecied
risk over the range of hydrogeclogical conditions that are expected to apply for the
specific region in which the site ic located,

The source in the EPAGW model is assumed to be distributed as a Gaussian
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source. The source is tus areal, but concentrated towards a central point. This rnakes
the model particulary apiticable to landfiils. However, it may be inappropriate for large
scale areal sources, such a3 sunace imigation of wastes, in which contaminant input is
relativaly uniform across the source arsa.

EPAGW represerts # complete and coherent Monte Carlo appreash: to
contaminant risk analysis undiar uncertainiy. It is thus the modei of chaice for preliminary
analysis of risk in situations in which little site specific aata is available on flow regime
and hydregeology, givern that a Gaussian representation of source distribution is
appropriate. The madel davelopment assumes that tha diraction of flow from the souice
is not accurately known. Analysis is thus made at a specified distance along the
(unknown) main axis of flow. Cquivalentiy the model may be applied to anaiysis along
an explicitly known axis of Jcw, )

EFAGW contaling detalled routines for calculation of chemistry dependent
hydrolysis of contaminants. it also considers the effects of vertical mixing. The model will
thus also be useiul for analysis in some situations where there is substantial knowledge
regarding thie flow regime, Sut the analysis requires consideration of paitial penetration b
and/or complex hydrolysis reasticns. This is aspecially useful for analysis of certain
orgaric constituenis with pH dependent hydralysis rates.

EPAGW provides a highily flaxible method for analysis. However, it can only ba
appiied in the Monte Carlo micodse. Further, sclution is provided only gt a point along the )
axis of fiow ai the surface of the aguifer. A steady-state concentration only is calculated.
g2 thet EPAGW cannot be used o salculate time history of contamination. From the
natura of tha solution the mcde! will not be appropriate for large uniform areal sources,
such as land applications. The usual assumptions of steacy-state, uniform flow apply
here, arnd the model will not ba appropriate for sources that contrinute a volume of fluid
sufficient t¢ siunificantly alter the tiow regime.

Data input for EFAGW consists of two phasas. The first phasa concerns the
parameters controliing site hydrogeniogy. To initiate this phase for a new site the user
shouid first load a default reginna: data set from the list provided. Even where an
appropriata ragional data set is not availabis one should be loaded to guide input, than ’
rudifind as needed.

Developmant ot regional data sets ig still in progress, but limited by available
information, For regulatcty anelysis it will most ccmmonly be the surficial aquifer that is
of interest. These can he coenveniently grouped according to the nature of the surface L
soll.  The specification of ths underlying nydrogeologic parameter distributions and their
probability pararneters is designed to allovs a maximum of flexibility in selection. First, a
regional data base with assumed distributions and metaparameters is selected. Where
no additionai site daa or user knowledge is available, simulation may proceed wit: these
unaitered distributicns and values. This will provids an estimate of contamination risk »




based o:1 the average characteristics of the area, and s¢ shouid be modified to reflect
any known differences of a specific site location from the average characteristics of the
area. However, any parameter distribution may be aliered in one or more of the following
ways:

1. Respecily parameter distiibution metaparamoters.
2. Automatically update regional data by combination with site data.
3. Respecify parameter distribution type.

Where the user feels that a given parameter is known with considerable accuracy
this may be indicated by specifying the distribution as a tightly restricted uniform or
trianguiar distribution.

The types of distributions that may be specified for the various parameters are
identified as follows:

0. No distribution has yet been specifind. This must be replaced before running
the modaei.

1. Triangular distribution. The user must specify most likely, minimum and
maximum: values for the distribution. The triangular distribution is an ad hoc, empirical
distribution which takes a trisngular shape. This can be used to readily approximate
various peaked but skewed distributions.

2. Uniform distribution. The user must specity the minimum and maximum of the
range.

3. Log10 Uniform distribution, in which the log values are uniformly distributed.
Tha user must specify the UNTRANSFORMED minimum and maximum volues of the
range.

4. Normal distributiorn. The user must specify the mean and standard deviation.

5. Log-normal distributina, in which the log values are normally distributed. The
user must specify the mear and standard deviation of the log transformed values,

6. Exponential distribution, in which the mean is equal to the standard deviation.
The user must specify this single value.

7. Table-soecified distributioit This is available in certain cases only.

Each of the pre-specified ragional data seis will describe each of the parameter
distributions by one of the akove distributions. However, these may vary from data set
to data set. For this phase of input, distributions must be specified on the following
parameters:

DIAM: mean narticle diametar (cm). Note that the specification is of the distribution
of iz mean, not the full range cf particle diameters encountered.

(GRAD: gradient of the vnler {able (length per iength).




Y

FOC: organic carbon fraction of aquifer medium. This is an important tactor in the
cheiiical analysis of the fate ot certain organic constituents.

PH: pH of groundwaier.

T: groundwater temperature (Centigrade).

TH: thickness of the saturated zone (meters).

H: leachate initial penetration depth into the saturated zone {meters). This specifies
vertical mixing beneath the site. Because of constraints in the solution method H must
be equal to at leust 2 meters.

QC: leaching rate distribution for engineered (lined) facilities.

QD: leaching rate distribution for non-engineered facilities (Default is iabie
specified; for direct input use m/yr). If the HELP model has been applied to the site the
leaching rates estimated from this model may be loaded to replace both the QC and QD
values.

Phase one thus requires specification of the general characteristics of the aquifer.
Phase two of dalz input requires information on the site engineering and the contaminant
of interest. The following data is required:

CLM: mean leachate concentration, in mg/t (ppm).

CLS: standard deviation of leachate conce.itration mean.

DKAQ. hydrolysis rate for the substance under acid conditions, 1/[molar*year].
EPAGW simulates the lumped degradation constant, K, based on pH, DKAQ, DKBO and
DKNO, using equation 2. These values must be converted to year' for input into
FPAGW.

DKBQ: base catalyzed hydrolysis rate, 1/[molar*year].

DKNO: neutral catalyzed hydrolysis rate, 1/year.

DKOW: log,, octanol/water partition coefficient for contaminarit, describing the
constituent's solubility. The actual valize will be dependent on the organic caibon content
and available surface area of the soil. [f this value is nct directly knowrni it may be
estimated from:

DKOW 5.0 9.67 log 4 ( SW) (24)
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where Sw=solubility in water. EPAGW also uses DKOW to estimate the adsorption
cosfficient of the constituent, using itie approximate relationship:

0G5 K ~1.029 log ,, K. - 0.18 (24)

Noie that this relationship may not be valid for polar constituents.

ATTN: a factor which snecifies the fraction of sclute remaining after passage
through the unsaturated zone berieath the landfill. If the HELP model has been applied
to this site a conservative value of ATTN may be calculated automatically from the HELP
output. This is calculated in the same manner as for the model ODAST.

NPROB: number cf Monte Cario runs. A minimum of 500 is recommended for
adequate definition of the cumulative frequency. However, the user will usually wish to
test model performance by first trying a smaller number of runs. The value of NPROB is
not saved with the data set, but defaults to 500, and thus may need to be respecified for
gach run.

AW:- surface area of landfill, in square meters.

TR: reference temperature for the chemical rate constants, in degrees C (these are
usually specified at 25° ).

XK. distanee from the edge of the disposal area to the observation point, along
ithe flow axis meters). The exact value of XX is somewhat ambiguous for large areal
sites,

Leaching Rata Distribution: Calcutated frem HELP model, or from table, wher2
C: table tor enginaered facilities.
D+ table tor non-engineersd landfills.

6. EPASK

The FPA zurface water model (EPASF) was designed to assess impacts oi
waste disnosal sites on surface waters (with hazard associated with human use of
containinated surface waters or consumption of fist from contaminated surface waters)
ire & manner anaivgous o the EPAGW modei. Here, however, at least two stages must
he considered: transpoit from the landfill via groundwater, and entiy into and dilution in
the streain. As with ihe EPAGW model, we have modified this model to prowda risk
assessmert rom a given landfill, and have likewise added a preproce:sar, FRASE arud
EPAGW can share sssentially ihe same input data set, with, a taw additions.
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EPASF estimates groundwater contaminant transport to the stream using either
a one dimensional or a three dimensional solution. and with or without consideration of
dispersion. In the three dimensional case the transpert solution is the same as that used
in EPAGW. Nore that lateral dispersion of the ccntaminant plume affects ths
concentration, but not the total mass loading to the stream. As EPASF provides only a
very genera'ized approximation of the transport process analysis without dispersion will
often be adequate for a first estimate.

EPASF pravides only a rough and preliminary estimate of impacts in surtace
waters. However, modelling the interaction of groundwater and surface water often
presents formidable difficulties, so that one is forced, by defauit, to rely on a madel such
as EPASF for a preliminary estimate ot risk. It should be remembered however that
EPASF presents only a preliminary estimate. If contamination problems are suggested
by application of EPASF thhe user rmay thien need to attempt more saophisticated analysis.

EPASF uses essentially the same data input format as EPAGW, and can share the
same data sets. Huwaver, distributions for two additional parameters must be specified
when characterizing the hydrogeology. These are:

FOCS: organic carbon fraction of suspended sediment in tha stream.

FL: iipid fraction of fish biomass. This is needed only when using Scenario 3, in
which human impact is assessed via consumption of fish from the stream. The lipid
fraction is used to assess bioconcentration of certain lipophilic organic constituents.

Input of the site parameters is very similar io that for EPAGW, but possesses a few
differerices, including slight alterations in variable names. The site data input for EPASF
are defined as follows

DIMNSN: Dimension of preblem; the groundwater transport phase may be run
using a one dimensional or three dimensional solution. The one dimensional solution of
course results in much quicker execution of the model.

DSPRSN: Effects of dispersion ray te included (1) or omitied (0).

X: distance from landiill edge te the stream, in maters.

CLM' leachats concentration, mg/L {(ppm).

CLS: standard deviation of lzachate concentration.

LKOW. Ing outanoliwater vadition coefficient for contaminant species.

KHAN azid catalvzed hydrolysis rate, 1/[molartvear].
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KHED: hase catalyzed hydrolysis rate, 1/[molar*year].
KHNO: neutral pathway hydrolysis rate, 1/year.

TREE: reference temperature for hydrolysis rates, degrees C (usually given at 25°
C).

NUMRNS: number of Monte Carlo runs. At least 500 runs are recommended, and
in most cases this model is moderately fast.

AW. area of waste site, sguare meters,

AS: area of watershed above point of impact, in square miles. This factor is used
in the dexermination of in-sueam dilution,

teachate Jistribution: fliza of leachats f.om landfill, in m/yr,

Choices: subtitie C (engineersd), subtitle B (nonengineered). As in EPAGW these
values may ke replaced by rates calculated by the HELP model.

- ATTN factor specifies the fraction of solute remaining after passage through the
unsaturated zone benealn the iandfill. If the HELF model has been appliod to this site,
a conservalve valus of ATTN may be calcuiated adtomatically from the HELP output.

7. LTIRD

LTIRD cairzulates the concentraiicn of a particular solute in radial flow (Javandel
et al,, 1984), using a sernianalytical solution originally written by Moench and Ogata
(1981). This rnodel is inclu (od for the explicit purpose ot treating purely radial flow
situations, irn which regional flow is not present. The idealized situation treated by the
madul considers a codfined aquifer of constarit thickness which is recharged through a
fully penetrating well ai a constant rate. The model considers steady-state plane radial

. flow only.
o As with other solutions tor confined aquifers, LTIRD is applicable as an
N apnroximation to unccntinad aquifers in cases where mounding is sufficiently small so

; thar the streamlinegs ~e¢maini approximately parallel. LTIRD can also be used to treat
5o surface inputs if the assumption can be made that tha solute is vertically mixed in the
o aquifer soon after introdiction,

LTHAD has a rather iimited range of applications in the advisory system. There is
no sonsideration of regionai flow, so this mcdet shouid be used oy when the radial flow
fram recharqge deminatas, but, in the case of a surficial unconfined aquifer, the rate of
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recharge is also sufficiently small sc that the assumption of a confined aquifer is
approximately valid. Use of the made! is also limited by the fact that it does not include
decay or retardation, and the fact that it assumes steady-state plane radial flow. The
source is modeled as a well, so that the model is not approgriate to areal sources.

Data input for LTIRD is quite siriple. The following are required, in any consistent
units:

NUMR: Number of radiuses at which to calculate concentrations.
NUMT: Number of time steps to calculate.

RDW: Radius of the well, or source approximated as a well,

R (1 to NUMR): Radial distances at which calculations are made.
T {1 to NUMT): Times for calculation.

ALPHA: Dispersivity.

Q: rate of recharge.

B: Saturated thickness of aquifer.

N: Porosity of aquifer.

CO: Concentration of solute in recharge.

8. RESSQ

RESSQis a program for semianalytical calculation of contaminant transport
{Javandel et al., 1985). The madel calculates two-dimensional transport by advection and
adsorption (NG dispersion or diffusion) in a homogenenus, isotropic confined aquifer of
uniform thickness when regional flow, sources, and sinks create a steady state flow field.
Recharge wells and ponds act as sources and pumpin-} wells act as sinks. The solution
proceeds by calculating the streamline pattern in the aquifer and the location of
contaminant fronts around scurces at various times., RESSQ can thus be applied to a
large variety of complex flow situations that can not be handled by analyticai solutions.

Because the method is iimited by neglecting dispersion, RESSQ, as other
semianalytical metheds, is maost appropriate for pizliminary analysis of the extent of
probable contamination in a complex flow reqime. It the semianalytical method does
suggest a contamination problem at the perimeter of compliance the user may then need
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tc apply a mare complex numerical model. Because it ic a preliminary analysis tool,
RESSQ is provided only in a deterministic mode.

The rmost obvious iimitations of RESSQ are its neglect of dispersion and decay.
Gther limitations of the method are similar to those that apply to most two dimensional
steady state analytical solutions, RESSQ requires that the medium is homaegeneous and
isotropic, with steady state uniform regional flow. Thus the method is not applicable
when the medium is distinctly heterogeneous or anisotropic. Further, the method is not
directly applicable to transient problems.

A more subtle limitation is due to the assumption made in the model that a steady
state flow field exists. This implies that the sum of flow rates from all the injection wells
should be equal to the sum of the flow rates from ail the producticn wells. In practice,
RESSQ can be applied to situaticris where ithese sums are not equal, if analysis is made
at sufficiently iarge values of time so that gquasi-steady flow prevails (see below).
However, if attempts are made to apply the model to shaiter time periods where the two
sums are widely different bizarre results may occur. Note that this problem is avoided if
a constant head boundary is specified through the use of image wells, in which case the
two sums will be by definition equal.

The solution method used in the model is based on the assumptions of a uniform,
confined aquifer. Application to a surficial aguifer is thus valid only when conditions in
the surficial aguifer approximate those of a confined aquifer. For a preliminary analysis
of contaminant risk this is appropriate when the surficial aquifer does not show distinct
seasonal variability, and the input from sources does not result in substantial mounding.
The latter condition should be adequately met in situations for which the Dupuit
approximations nold. ! addition, and like most available two-dimensional analyticai
solutions, RESSQ assumes that sources fully penetrate the aquifer. This is equivalent to
assuming that the contaminant loading from a source instantaneously displaces the
preexisiing water throughout a vertical column aof the aquiter, Noie that RESSQ provides
a sharp front approximation, and cannaot account for mixing of the flow frorm a source
with the water in the aquifer. Instead, the source flow displaces the water in the aquifer,
without mixing. For a source that is not actually fullv penetrating this approximation is
obviously more valid for a thin saturated layer. However, an overly thin saturated layer
i likely to result in violation of the confined aquifer approximation. The practical result
is that RES3Q, when applied to a surficial aquifer with & nonpenetrating source, is likely
10 provide inappropriate concentration results in the region close to the source, but more
accurate results further away from the source.

Attempts to apply RESSQ to surficial sources which do not fully penetrate the
aquifer aie considerably complicated by lhe necessary assurmnption that no mixing
occurs. This may result in overestimation of the concomration resulting from & source.
This is a particular problem when the rate of regicnal flow is significantiy large in relation
to the rate of recharge from the source. In such casss the positions of contaminant fronts
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cain s6ll be calculated, but the concentration within these fronts cannot be interpreted as
equal to the source concentration. In general, RESSQ is recommended for approximate
application to surficial sources orly in cases where the flow from such sources is of
sufficient volume to overwhelm the regional flow in the neighborhood of the source and
a racial flow pattern is established. In sum, it should be emphasized that RESSQ is best
thought of as a preliminary analysis tool. Despite the many limitations expressed above
it provides a very powerful tool for preliminary analysis of complex flow situations.

Appropriate use of RESSQ is somewhat of n art, and will require practice on the
part of the user to obtain adequate results. This is because the model calculates
concentration front positions on the basis of a finite number of streamlines. The results
observea are thus 1w a degree sensitive to the number of streamlir 3s modeled. and the
starting angle of the first streamline leaving each source. The user may nead to
experiment with these values o obtain the desired results,

By proper formulation of the input data RESSQ can be used to model a wide
variety of situations. The following suggestions for data input are taken from Javandel et
al. (1984):

(1) If the total flow rate from all injection wells does not equial the total flow rate
from all production weills, then, sirictly speaking, a steady state flow field, as required by
RESSQ, cannot he achieved. However, for large values of time oile may assume that
quasi-sieady flow prevails, thus allowing BESSQ to be used. However, if the sum of the
two rates are widely divergent, unexpected and inappropriate results may be found for
shorter time periods.

(2) In addition to modeling recharge or injection wells as point sources, RESSQ
can model constant head ponds as finite radius sources. This is done by specifving the
pond as a recharge well, with radius of the pond specified as the radius of the well, Such
sourcess are however also considered to be fully penetrating.

(3) RESSQ can include a linear no-flow or constant potential boundary using the
method of images. A boundary is represented by adding an image well for each real wel;
in the problem, with the boundary located on the perpendicular bisector of the line
connecting each real well/image well pair. For a no-flow boundary the real and image
wells have the same flow rate, that is, either both are injection or both are production
wells. Since there is no flow through an impervious boundary, the oniy regional flow
allowed In this case is parallel to the boundary. For a constant potential boundary the:
rzal well/image well pairs have flow rates equal in magnitude and opposite in sign. in this
case the boundary must be an equipotential and the only regional flow aliowed is
perpendicular to the boundary.

(4) The model requires that the number of injection wells specified must be greater
than zero. This is because injection wells act as tha starting points for streamlines, so




without injection welis no streamiline pattern can be draw. To allow greater flexibility in
presenting streamiina patiems. Zera-flow wells do not afiect the velocity field, but provide
starting points for streariilines whose paths may heip explicate the velocity fiald created
by regional fiow and nonzerc-flow rate snurces and sinks present.

(5) Tha techniques described i (4) allow the specification of a unifonm regional
o flow by use cof a row of zarg-fiow-rate wells, Streamiines describing regional flow can be
drawn by placing a row of zero-low rate wells perpendiciiar to the direction of regional
flow at a distance reiaiively fai from sources arid sinks. The spacing betwean these wells
must be determined as a function of tha ratio of source flow rate to regionai flow Darcy
velocity. A routine (ZQWELL) is incorporated into the modael proprocassor to provide for
automatic calculation of the required line of zero-fiow wells to describa the regional ficw,
Howaver, the user may find it necessary (o expenment with the input for this routine n
order to establish a sufficiently small (or sufficiently large) number of such weils to
describe the regional flow within the data input limitations of the code.

., RESSQ, by neglacting dicpersion, provides a sharp-front approximation of
contaminant concentration. That 13, water injected from a source undergues no mixing
o with water already present in the aquifur, but displaces that water without dilution, Output
of RESSQ includes plote of the time position of contaminant fronts around sources.
Because these represent shap fronts, the predicted concentration within the frants is
equal to the injectioin concentration, while the predicted concentration outside the fronts
is equal to the ambiert aquifer concentration. In actuality. the processes of disparsion
and dilution should result in contamination extending beyond the paosition of the
predicted fronts, but with & corresponding dilution of conceantration. The user should pay
careful attention to this phenomenen in interpreting tie results,

If a production wall is specified, the tiine evolution of concentration at tho
production well will be estimated (provided that at least two stream lines reach ihe
production well during the simulation period). This time svolution i1s based solely on the
number of streamlines from sources captured by the production well, and does not
consider the effects of dispersion and dilution.

Input data for RESSA requires the following information:

NWI: Number of injection wells {> 0}, not including zero fiow wells automatically
B specified in routine ZQWELL.

NWP: Number of production wells. May be sero, but see cautions regarding
application of the model to non-steady state jlow patterns.

. CO; Ambient (preexisting) contaminant concentration in the aguifer.

CD: Default concertration of injection wells, This number can be ovarridden in the
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spenifications for each wall (below). However, it is necessary to specify CO if the user
wighes to obscive the dimensionless concariration evolution at production wells. In »
general, the user should spacity CO equal 1o tha highest injection well concentration.

UNITG: Units of concentration. This is a character string used to label cutput. The
gefault value is "Perceni”

i 1ZQ): Requests the use routine ZQWELL for automatic calculation of & line of zero '
A flow wells to specify uniform fiow (1: yes, 0: no). Generaily the user will wish to enter 1
a if regional flow is presert.
H ‘
3|
{ ATEN: (Detault = 1.0). This option is provided for use with surficial sources. In
] shch cases the strengih of the cantaminant may decrease significantly in the process of ’
1 parcolation through the unsaturated zone. The users may thus specify ATTEN to
represent the fraction of the aclual source concentration remaining when the flow from
i the source enters the aguifer,
o
% HEIGHT: Average saturated thickness of aquifer (in feet), This value is assumed ?
4 to be constant throughout the region of study.
A
z POR: Effective Porosity of the aquifer, expreused as percent (POR = P100),
o V0: Pore watar velocity of uriform flow (ft/day). 5

= ?;‘e :

ALPHA: Direction of reqgional flow. in degreas, measurad counter-clockwise {rom
the poasiiive X axis.

cosfficiont. The range of ADSORB is &1, au B = V/V_ whera V is the regional velocity
and Yo the appatent valocity of the contaminant,

ADBORE: Adsarption capacity of madrix, equals (1-1/F), whare R ie the retardation »
er

NFENTS: Mumber of contaminant front positions to ke caleulatad for each source
(maxirnum 73,

DATE(1 1o MFRNTS): Times at which fronts are o be calcuiates (in yearsj.

TMAX: Pedind of study in years. This sets the maximum anouint of tire for
caleulating the trace of streamlines, and thus should tie substaritially grsater than the
e pariod cof intzrest. TMAX should be set large encughso that strearilines can e fully ’
drawn throughout the area mapped. Tne axample preblems given by Javandei el al.
(19384) use TMAX::200. if you are specitying regicnal flow througn use of zerc-flow wells,
TMAX stiould e long encugh so that these flow lines can be drawn across the area ic
be mapped.




TH. The step-length or spatiai increment used to trace out the streamiines, in feet.
I left blank this defauits to (XMAX-XMINY/200. Using a larger step-length wili decrease
run time, but will giso decrease the resolutinn of the streamiing nlol.

NTL: Plot option, set NTL = -1 to suppress plot of streamlines.

NT* Flot option, set NTF = -1 to sugpress plot of pollutant fronts,

XMIN: Grigin of area of study, X axis (in feet). It is often conveiient, particularly
when specifying regionai flow, fu set up the axes sc that {X=0. Y=0} is the center of the
area of study.

XMAX: Limit of area ot study. X axis (in feet).

YMIN: Ongin of area of study, Y axis (in feet).

YMAX: Limit of area of study, Y axis (in faet).

The next seven variables control the autornaiic calcuistion of a row of zero-fiow
wells to simulate uniform regional fiow. They will be requestad only when 1ZQ=1. Ths
rumbar of ZQWELLs calculated will be dispiayed aftar the dala is input. Hf this number
is too large you may modify the input and %ty again. In this case instiuctions for

madification will be displayed.

XRCF: X coordinate of arbitrary reference point rizar the scarces and sinks {in
feet).

YREF: Y coordinata of the arbitrary reference point.

DIST: Distance f-om reference point to row of zeio flow wells, in feet, [deally, DIST
must be large enough so that niear the zero-fiow rate wells the streamlines are essentially
parallel.

WIDTH: Width of the row of zero-flow wells {in faet). This determines the area that
will be covered by the regicnal flow strearnlines

Q1: Flow rate of the first source {injection wall} in gpd. This value will be carried
to the soures input screen as well,

NSLY: Number of streamlines calculatad for the first source.

ITR1: Ratio of NSL.T to the number of streamlines plotted for the first source,



WELLS: The Toliowing datz must ke specitied for each source and sink (injection
wall and source welll. The injaction walls (sources) must be specified first. Monitor
sowrce wells may be s;.:ecmed in order to obiserve contaminant concentration
davelopment.

MAMEW: Name of the weli, source or sink (character).

AW, ¥ coordinaig of the well (feet).

YW: Y coordinate of the weil

QW: absol e value of flow from/to this well, gpd.

RADDW: radius of well (or pond), in feet. This value will
gefault to 0.2461 fi.

C: cancentration of an injecting well in units of UNITC.. Thig
wili default to C,.

BETA1: angle (degrees) of the first streamline calculated tor each injaction weli.
This value can be modified to obtain better streamline definition. The angle is calculated
counter-clockwise from the positive X axis.

NSL: number of streamlines calcukited for an injection well, Default value is 40.
Set NEL = -1 for no streamiines.

ITR: ratio of NSL. in number of sireamiines actuaily plotted. Determines ihe density
of the plot. Set iTR = -1 to suppress plotting of streamiines rom this wall.

INDW: Pint option. Set INDW ~ .1 (o SUpQrass ot of fronts in the case of an
injection well, or suppress study of concentration i tha case of a production weli.

The qraphical output from this UMIX varsion is the zame as thai from DOS version
(see Figure 30 in Section i),

9. USGS MOC

The Methnd of Characieristics (MOC) model developed hy Konikow and
Bredehosfi (1578) iz a welltested and accepted, highly flexible two-dimensional
numerical groundwater transport model, Uniike analytical moaels, this model consider

heterogeneity and anisctropy ot the parous medium, and offers great axibility in
sperifying scurces, sinkes and houndary conditions. The version includad in the Advisary
System includeas several updaies dl‘wq,mu'ed since the gublication of the 1979 manual
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inat extend the method to allow consideration of retardation and radioactive-like decay
in the madel.

By using a numerical method, the characterization of the aquifer is not
constrained by the availability of analytical solutions. The numerical method requires that
the area of interest be subdivided by a grid intc 2 number of smaller subareas. MOC
utitizes a rectangular, uniformly spaced, block-centered, finite-difference grid, in which
nodes are defined at the centers of the rectangular cells. If sufficient information is
availabie, the user may individually specify distirict values of controlling parameters at
each of these nodes. The technique employed seeks numerical solutions first to the iead
distribution, then to the flow equation, and finally to the transport equation. The transpaort
equation is salved using the Method of Characteristics, which avoids the problem of
numerical dispersion often encountered in numerical models., »

The UNIX version of the Advisory System uses a modified MOC for use in
Monte Carlo simulation. However, only some of the many passible sources of uncertainty
are considered in this procedure. These were selected on tha basis of a sensitivity
analysis, under the assumption that the hydraulic heads along the houndaries are exactly »
known. Thus the Monte Carlo method is not implemented in fuil generality here, but
rather designed to be most apeiicable for the specific case of analysis of nyoposed
hazardous waste landfilis. Of particular interest in this method is the specification of a
spatially covariant hydraulic conductivity random fieid, which is well adapted to the
simulation of the natural uncertainty in this parameter, where it is expected that hydraulic »
conductivity values will tend to show a higher degree of similarity between nndes that are
closer wogether in spaca. The Monte Carlo procedure can handle the situation in which
coniaminant input begins following the failure of a containment structure. This scenario
appl.es to the analysis of a proposed hazardous waste landfill, in which the analyst must
consider the possibility of contamination resulting from failure of the landfil! liner.

ltis we! documented that the spatial variability of hydrautic ceniductivity can have
a significant eiffect on the field-length dispersion of contaminant plumes and that
hydraulic coaductivity is lognormally distributed  (Freeze, 127%; Smith and Schwartz,
1980, 1981,. We assume & two level stochastic model to reflect both natural and
paramerer uncertdint, in the hydraulic conductivity field distribution. In this UNIX version
Advisory system, ihree steps are developed to obtained up o 100,000 simulations of
hydraulic conductivity random field. In the Advisory Systam, there are three steps in
constructing the randorn field of hydraulic conductivity:

a. Input prior information »

This step requests prior information of hydraulic conductivity, and observation
(field) data. The prior information includes mean value, variance and coirelation length
for hydraulic conductivity. This procedure has been written in FORTFAN code named
‘premain.f'



b. Bayesian update of hydraulic conductivity

Having the prior information and observation data, the probability characteristics
of hydraulic conductivity random field can be updated using Bayesian updats tecrinic.
This technic has been proposed by Kitanidis(1990) and applied by Liu(1993). The sclving
algorithm has been written in @ FCRTRAN crde named 'mainn.f'.

¢. Realization of hydraulic conductivity random field

Having the spatial probabilistic distribution of hydraulic conductivity, the reaiization
of hydraulic canductivity random field is accomplishied by using Monte Carlo simulation
program, COV. COV uses a matrix decomposiiion scheme as a mechanism for
generating two-dimensiona! fields of a normally or log-normally distribuied parameter(i.c.
hydraulic conductivity). The input data for the program consists of a set of X,
Y-coordinate locations and paiameters which represent the distribution of the parameter
of interest. The generating scheme is as follows: the program computes the cavariance
matrix for a set of different locations and decomposes this matrix into a lower-triangular
matrix. The decomposed matrix is then used t¢ eslimate & set of values for the
parameter of interest. These values may be either normally or log-normally distributed.
A seed which changes automaiicaliy is incorporated into the program to generaie
different realizations of the parameter ficld.

MOC, particularly in the deterministic mode, provides a righly flexible tool for
analysis of many contaminant transport situations. Howsaver, the user must also be aware
of certain limitations. The development of the solution vequired a& number of
assumptiuis, and the degrea {o which field conditions deviate fram these assumptions
will affect the applicability and reliability of the model. These inciude ths following:

(1) Darcy's law is valid and hydraulic-head gradients are the only significant driving
mechanism for fluid flow. Low velocity flow under ather conditions is not considered.

(2) Solute transport is dominated by convective transport, ar: assumptior: required
for the method of characteristics solution of the fiow equation.

(3) The porosity and hydraulic conductivity of the aquifer are constant with time,
and porosity is uniform in space.

(4) Gradients of fluid density, viscosity, and temperature do not affect the velocity
distribution.

(€) No chemical reactions occur that affect the fluid properties or the aquifer
properties.

(6) The only chemical reacticns considered for the solute species are linear
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retardation of velocity and decay that can be described as similar to radioactive decay.
No ptt dependent hydrolysis of constituenis is considered.

(7) lonic anct moleciilar diffusion are negligible contributors to the total dispersive
flux.

(8) Vertical variations in head and concentration are negtigible.

(9) The aquifer is homogeneous and isotrepic with resnect to the coefficients of
longitudinal and transverse dispersivity.

The mede! in general is applicanle to both confined and unconfined aquifers,
However, the validity of the present code is somewhat limited in application tc
unconfined aquifers. That is, the saturated thickness is presently specified independent
of the water-table elevation, and does not change in responsg to changes in water-table
elevation. This nieans that if recharge and/or pumping de result in substantial changes
in water-table gievation the solution will lose accuracy in the unconfinea situation. The
user should be particutarly careful in attemptirig to apply the \nudel to transient ilow
problems in an unconfined aquifer.

Additional limitations apply o the use of this madet in the Monte Carle rinade. The
most iniportant practical lirnitation is that run time may be very long when using this
rmodel on a Worksiaticn. As noted above, the Monte Cailo forrmulation used here
considers only certain specific souices of variability. If thera are other sclirces of
varability that have ar important affect on predicted concentrations use of the Monte
Carlo method provided here will not provide an accurate analysis of risk,

Finally, in hothi the deterministic and the Monte Carlo mode, the user must specily
the head in the aquifer at the start of the simulation, as an initial conclition. Obviously, in
many tascs compiete data on head distribution will not be available; however, no
provisions have been made to account for uncertainty in initial heads. It is possibie tG
determuie initial heads fron previous simulations. However, it is important to noty that
thie simulation rasults may ba sensitive {0 variations or errors in the initial conditions. In
discussing compuled heads, Trescotl, Pinder and Larsan (1976) state: "If initial conditions
are specified so that transient flow is nccurring in the sysiem at the stari of the
simulation, it should be recognized that water levals will chainge during the s.nulation,
not only in response 10 the new pumping stress, but also due to the initiel conditiuns.
This may ar may not be the intent of the user.”

MQOC is provided with a DOS version preprocnsscr for data input supplicd by the
International Ground Water Mieling Center and written by P. Srinivasan. We have used
the format of this preprocessor as a model for the developmaent of the UNIX version
preprocessor in the system. Tne prepiocessor suppliad by IGWMC has been modified
by us to allow input ot the additioniai data required for Monte Carle simulation.
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Considerable flexibility !5 available in the model through the specificatior: of
boundary conditions. Two general types are incorporated into the model, being
constant-flux and constant-head boundaries. These can be used to repregant the eal
boundaries of an aquifer as well as to represent artificial boundsries tor the mods! which
can be used o minimize the areal extent of the modeled pari of the aquifer. The
following descriptions of boundary conditions arg taken direcily from Konikow and
Bredehaooft (1978).

A constant-flux boundary can be used to reprexent aquifer underficw, well
withdrawals, or well injection. A finite flux iz designated by specifyving the flux rate as a
well discharge or injection rate for the appropriate nodes. A na-ilow boundary is a special
case of a constant-flux boundary The nuinerical procedurs usad in the madel requires
that the area of interest ba =wrrounded by a no-flow voundary. Thus the model will
automatically specify the outer tows and cofumns of the finite-difference und as no-flow
boundaries. No-flow boundaries can also be focated elzewhaia uy the grid 1o simulate
natural lirits or harriers to ground-water flow, No-flow boundaries are designated by
sotting rhe transmissivity equal 16 zero &t appropricio nodes, thereby precitding the flow
of water or dissolved chemicals acriss the boundaries of the cell containing that nede.

A constant-head poundary in e model can tunresent pans of the aguifer where
the head wili not change with bime, such as recharge beundaries or araas heyond the
influence of hydraulic stresses. In this modet constant-head Koundanes are simulsted by
adjusting the isakage term at the approprate nodes. This is accomplished by setting the
ieakance coefficiont to a sufficiently high vaiue (such as 1 05" o allow tho bead in the
aauifer at 4 node to be wmplicitly computed as a valug thal is essentially eqgual 1o the
valug of H_, wihich in this case would be spacified as the desired consiaint-haad aititude.
Tha rasulting rate of leskage into or cut of the designaied constant-haad coetl would equal
the tlux required to mairiain the headt in the aquiter at the specified constint-head
altitude 1T a constantflux or constant-head boundary reoresenis o flurd saurce, than tha
chemical concentration in the source fiuid must aise be speciticd. f the boundary
represents a fluid sink, then the concentration of the procduced fluid will equat the
conceniration in tha aquifer at ire location of the sink.

The model diows the spacification of a time-varying pumping schedule threugh
the specificationt of a number of pumping perads. During @ach of these periods the
pumping occurs at a coristant rate. However, differing pumping configurations may be
specified for subsequent pumiping pericds. For Monte Carlo simulation the model should
be run in steady-staie@ mode with only one pumping patiod specified.

The input data is organized by "card imagas,” as foliows:
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card VTl .
card 132, Monte Cardo casg ., L.
card b, Monte Cardo card . . . .
card Z. Control cand 1. . .. . ..
catd 2a. Centrol card {a (opticnal)
caid & Control carct . .. ..,
card da. Contro! card ila (optional)
data set 1. Observalion poirds. .. .,
damset 2 Wells ... ... ... ..
data sat 3. Transmissivity. .. .. ..
aata set 4. Aquifer thickness . . | . .
data s=t 5. Recharge/discharge. . . . .
dain set 6, Node identification matrix.
data sat 7. Instriction for node id's .
data set 8. initial head. . . . .. ..
dato set 9. Imitial concentration . . .
data set 10, Additional pumping periods.

The two Monis Carlo controt cards are, of course, required oniy when the modei
is used in Monte Carlo mode.

When the preprocessor for MCC is accessed and the site has not been previcusly
analyzed using this modet a defauli data set may be loaded to guide data inpsit. If
previous analysis has occurred tha praviously formulated data set will be reloaded.

Details for the input "cards" follow:

CARD 1. TITLE

TITLE: Title of the probiem and contaminant studied ( to 80 characters ).

MONTE CARLO CARD 1. This card gives a warning for the selection of Monte
GCarlo simulations:

"Warning: 1t wili take hours ¢r even days to_compiete_the Monte_Carlo routine
depending on how many number of simulations you choose!"

MONTE CARLO CARD Il. Yes/no option for the selection of using Monte Carlo

simulplions.
CARD 2. CONTROL CARD .

NTIM: Maximum number of time steps in a pumping period (limit 100).
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NPMP: Nurmber of pumping periods to be specified. @)
)

NX: Grid set-up, number of nodes in x-direction.
NY: Number of nodes in y-direction.
NPMAX: Maximurn nurnber of particies traced (limit 6400). »

NPNT: Number of tima steps betwszen printouts. In the Monte Carlo mode a
printout will b2 madeo after the first run. Subiseguent printouts can be suppressed by
specifying NPNT > NTIM.

NITP: Number of iteration parameters (usuaily between 4 and 7). ¥

NUMGCBS: Number of observation points to he specified in a following data set
(maximum 5).

ITMAX: Maximum number of iterations {o be used in the ADI ( alternating direction »
irmplicit ) solutiort procedure of the flaw equation ( usually befween 100 and 200 ). A
warning will be issuad if this value i3 exceeded without convergence. The authors note
that it may be difficult to obtain a solution using the iterative ADI procedure for cases of
steady-state flow when internal nodes of the grid have zero transmissivity and for cases
in which the transmissivity is highly anisotropic. o |

MREC: Number nf pumping or injection wells to be spacitiod. One such well is
sliowed per node,

NPTPND: Initial number of partictes per nocle (allowable values 1,4,5,8,9, or 16}, »
Increasing NPTFND decreases the mass balance arrar, but dlso substantially increases
required CPU time for execution. Tha usen can examine reported mass balance errors
on the output. Thers will oiten ha & trade-off betweeri NPTPND and CELDIS in
determinirig the accuracy, stapility and tine requirements of the solution, depending on
whether or not CELOIS is the limiting tability cnterion. The authors recornmend b
specifying NPTPN 75 4 of 5 for initial modol calibration, then increasing NPTFND (0 9
or 16 for final runs when maximiii accuracy  desired. Higher values of NPTPND may
not however be practical in Mante Carlo mnde, due to length of execution time required.

NCQDES: Number of node identification cudes (maximum 10). These codes wili
be used to specify characteristics of identitied nodss in a iater data set.

NPNTMV: Particle movernent interval (IMOV) far printing chemical data (in Monte
Carlo mode enter O to suppress piinting after the first Monte Carlo rur; 99 to print at the
end of each run).



NPNTVL: Option for printing computed velocities (0: do not print, 1: prirt for first
time step, 2: print for all time steps).

NPNTD: Option for printing computed dispersion ceefficients (0, 1 or 2 - same as
for NPNTVL).

NPDELC: Should changes in concentration te printed (1:yes, ¢:no).

MPNCHV: Option to write velocity data on unit 7 (0, 1 or 2).

NREACT: Shouid Retardation and Radioactive Decay be included?

CARD 2a. CONTROL CARD la {optioiial). } This card ailows the specification of
a subgrid 50 that solute transpoit may be specified on a smaller giid than calculation of
flow.

MX: X coordinate, within the primary grid, of the UPPER-LEFT node of the
transport subgrid.

MY: Y coordinate, within the primary grid, of the UPPER LEFT node of the
transport subgrid.

MMX: X coordinate of LOWER-RIGHT node of transport subgrid.

MMY: Y coordinate of LOWER-RIGHT node of transport subgrid.

CARD 3. CONTROL CARD I

PINT: Pumping period, in years. If mere than one pumpinig period is specified data
will be later requested for the subsequent periods.

TOL.: Convergence criteria for the ADI iterative solution proceriure (usually within
0.01).

POROS: Effective porosity of the mediurm, assumed constant throughout the
aquifer.

BETA: Characteristic length (longitudina! dispersivity) in feet.
S: Storage coefficient (set O for steady flow problems).

TIMX: Time increment multiplier for transient flow problems. Ignored if S=0.
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TINIT. Size of the initial time in seconds. This is required only for transient flow probiems,
aind is ignored if S=0.

XDEL: Width of finita-difference cell in x-direction, in feet.

YDEL: Width cf finite-difference cell in y-direction, in feet.

DLTRAT: Ratio of transverse to Icngitudinal disparsivity.

CELDIS: Maximum cell distance per particie move (between 0 and 1). Increasing
CELDIS ganerally decreases CPU requirements. Effects on mass balance will be problem
deperdent, but will not affect the solution in problems for which CELD'S is not the
imiting stability criterion. Further, if CELDIS is reduced to ino simall a level oscillations
may be found in the initial time period of the soiution, narnicularly if tha initial distance
that a particle can move is less than the spacing hetween particles (determined by

NPTPND). The authors recommend setting CELDIS to 0.75 or 1.0 for intial calibration,
then changing CELDIS to 0.50 for finai runs.

ANFCTR: Anisotropy factor, ratio of T, to T

CARD 3a. CONTROL CARD lla (optional).} Required only when decay or
adsorption are included.

DK: distribution coefiicient of the solute.

RHOB: bulk density of the solid.

THALF: half-life of the solute (in seconds).

DATA SEET 1, OBSERVATION POINTS. This data set specifies the location of
observation wells at which detailed output will be provided. In Monte Carlo applizations
these will bo the points al which cumulative concentration frequericies are calculated. For
each abservation point the user must enter:

IXOBS: arid index in x of the ohsenation point.

IYOBS: grind index in y of the observation point.

DATA SET 2. WELLS,
Specitias pumping .1nd injection wells. Far each well, the user must enter;

IX: grid index in x of the well.
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IY: grid index in y of ths well,

REC' purmiping (>0) or injection (<Q) rate of the well, in cubic fert/sec.

CNRECH: solute concentration of iniected water. Requirsed only for injection wells.

DATA SET 3. TRANSMISSIVITY (deterministic moda only).

DATA SET 4. AQUIFER THICKNESS

DATA SET 5, RECHARGE/DISCHARGE.

DATA SET 6. MODE IDENTIFICAYTION MATRIX,

DATA SET 8. INITIAL HEADS.

DATA SET 9. INITIAL CONCENTRATION (deaterministic mode only).

Far exch of these data sets the usey will first be queiisd for the following.

INPUT: The pavarater is (0: constant, 1. varies in space).

FCTR: Constant value (or multiplication factor) for the parameter. If INPUT -1 the
user will then be queried for values throughout the gnd, Note that the preprucessor
allows block assignment of values 1o areas on the grid. This procedure is described in
the un-screen Help available fromi the preprocessor

DATA SET 7. INSTRUCTION FOR NODE !D'5.} The NODE 1D's identify special

input for the appropr:ately codad nodes. For each of the codes *he user is queried for
the tollowing:

ICODE: coda number for this node 1D, Code 2 cannot be used here, a5 this is
resarved tor generatad releasas in Monte Cardo applications.

FCTRT, leakanco at the caded nade,

FOTRE: conveniration at the caded node.

FOTRE: rechiaigoe at the coded rod

OVERRD Set OVERRD -0 o preswerve valuos of RECH spocified in Data Set 5.

DATA SET 10, ADDITIONAL PURDING PERIODS, I more ihan ana pumping
period is specified, tha following rtm must be entered for escn additional pumping
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- 1 period. (See above, Card image 2, for more detailed discussion of thise variables).
’ ICHK: Should data be revised for this period(1:yes, 0:no).

NTIM: Maximum number of time steps in the pumping period (limit 100).
NPNT: Number of time steps between printcuts.

NITP: Number ot iteration parameters (usually between 4 and 7).

ITMAX: Number of iterations in ADIP (usually between 100 and 200).

NREC: Number of pumping or injection wells to be specified.

NPNTMV: Particle movement interval (IMOV) for printing chemical data (enter 0
for printing at the end of the simulation).

NPNTVL: Option for printing coimputed velocities(0: do not print, 1: print for first
time step, 2: nrint for all time steps).

NPNTD: Option for printing computed dispersion coefficionts (0, 1 or 2 - same ag
aiove)

NPDELC: Shouid changus in concentration be printed? (1:ves, 0:na).
NPNCHV: Option to wrie velocity data on unit 7 (0, 1 or 2).
PINT: Length of pumping period in years.

TIMX: Time increment multiplier for transient flow problems.

TINIT: Size of initial time in seconds for transient flow probiems.

10. Random-Walk Sclute Transpoit Madel

This program pravides simulations of a iarge class of groundwaler soluto
transpcrt problem including the corivection, dispersion. and coemical reactions, the
solutions for groundwater flow include a finite-difference forruiztion. The soiute transpori
portion of the code is based on a particle-in-u-ceil lechnique for the convociive
mechanisms, and a random-walk technique for the dispersion effects,




The code can simulate one- o two-dimensional unsteady/steady flow prohiems
in heterogenaous aquifers under water iable and/or artesian or leaky artesian conditions.
Furthermore this program covers time-verying pumpage or injection by wells, natural or
artficisl recharge, the flow relationships of water exchange betweaen surface waters and
ihe groundwater rescreoir, the process of groundwater evapotranspiration, the
meachanism of possible conversion of storage coefficients from artesian to water table
condilions, and the flow ftom springs.

in addition, the program allows specification of chemical constituent
concentrations of any segment of the model including, but not limited to, injection of
contarninated waler by weils, vertically averaged salt-water fronts, leachate from landfill,
leakage from oveilying source beds of differing quality than the aquifer, and surface
water sources such as contaminated lakes and streams. The program documentation
can be found i the fuilowing report; Prickett, T. A.,T.G. Naymik, and C.G. Connquist,
1981, A "Random-Waik" solute transport model for selected groundwater quality
evaluations, Bulletin 65, Illinois State Water Survey, Champaign, Illinois, 103 pages.

The ilmitations of RANDOM WALK are:

(1) Ao with MOC, concentrations greater than initial cornditions are possible,
especially when coarse discretizing is used.

{2} The method may take an unusually large number of particles to produce an
acceptable solution for soime problems (a maximum of 5,000 particles ).

(3) Engineering judgment is an absolute requirement in arriving at an acceptable
solution. This is because of the "lumpy" character of the output. Thereiore, experience
with this technique s needad befare one can apply the code successiully to a field
situation.

An window-diiven preprocessor, PREWALK, is included with the program to
facilitate usor friendly data entry and editing.

11.  MODFLOW groundwater flow model

MODFLOW s athree-dimensional tinile difference ground-water flow modea.
It has a modular structure that allows it to be easily modified. Many new capabilities
have been added to the original modsel. This version includes all the major capabilities
that were documented as of January, 1992.

In MODFLOW, groundwater flow within the aquiter is simulated using a
block-centered finite-difference approach. Layers can be simulated as coniined,
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uncorifined, or a combination of confined and unconfined. Flow fram external siresses
auch as flow to wells, areal recharge, uvl:pntran' piration, fiow to draing, and tiow through
dverbeds, can also be simutated. The finite-difference equations can be solved using
either the Htrongly implicit Procedura i Slice-Successive Overlaxation.  The computer
progiaim ¢ writen in a modular form i consists of a main pregram and a seriss of
highly independent subroutinies cailed "rnodules.”  The modules are grouped in
"pA"kag.,. * Eachry ackage deals with a specific feature of the hydrologic system wivinh
is 1o he simulated.  This version of MODFLCW includes ihe following packages: ’

&

BAS1 - Basic Package

BCF2 - Version 2 of Block-Centered Flow Package

RIV1 - River Package

DRN1 -- Drain Facxa k
WEL1 -- Well Package

GHB1 - General Head Becundary Package

RCH1 -- Recharge Package

EVT1 - Evapotranspiration Package

SIP1 - Strongly Impiicit Procedure Package »
SCR1 -- Slice Successive Cver-Relwxation Package

UTL1 -- Utility Package

PCG2 -- Version 2 of Pieconditioned Conjugatz Gradient Package

STR1 - Stream Package

IBS1 - Interbed-Storage Package v @
CHD1 - Time-Variant Specified-Head Package

GFD1 -- General Finite Difference Flow Package

The basic model is documentaed in: - McDonald, M.G. and Harbaugh, AW, 1988
A modular three-dimensional finite-difference ground- wnfer tiow model: U.S. Gmloq.ccu
Survey Technigues of Water-Resources Investigations Book 6, Chaniar A1, 586 pago
The PCG2 Package is documented in: Hill, MC.. 1990, ”iC‘LL)HdinHHd
conjugate-gradient 2 (PCG2), a coinputar  program for solving qground water flow
equations: U.S. Geological Survey Waier Hosourres Invastigaiions Ronart 90-4048, 4
pages. The STR1 Package is documented in:  Prudic, D.E., 1984, Do ntafion of
a computer program to  simulai tream-aquifer  reiations using a  modular y
finite-difference, ground-water flow model: U5, Geological Survey Qpein-File Hepoit
83-729, 113 p.  The IBS1 and CHD1 Packages are dosumenied in: Leake, 8.4, and
Prudic, D E., 1988, Documentation of a computer niogram to simulale aquifer systen)
compaction using the modutar finite-difference ground-water flow modet. 5. Geological
Survey Open-File Report 88-482, 80 pages. The GFD Package is documenteard in: b
Harbaugh, A.W., 1992, A generalized linite-difference formulation ior the U.S. Geological
Survey modular three-dimensional finite difterence  groundwates flow model. U.S,
Gerological Survey Open-File Repoit ¢1-494, 66 pages. ihe 3BOF2 Package is
documented in: McDorald, M.G., Harbaugh, AW., O, B.H., and Ackcrman, D J., 1992
A method of converting no-flow ceils o variable-head colls for the U.S Geological e
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Survey modular finite-difference ground-water flow model: U.S. Geological Survey
Open-File Heport $1-536, 99 pages.

Tha Main program has been rnodified to include all the packages. The IUNIT
assignmenis tor packages not in the onginal model are:

BCF - IUNIT(1) - same IUNIT as used for BCF1 because BCF2 replaces BCF1.
PCG2 - [UNIT{13), GFD1 - [UNIT(14),, STR1 -- iUNIT(18}, IBS1 ~ IUNIT(13),
CHD1 -~ [UNIT(20).

The input unit for the Basic package is unit 5. which is defined by the assignment
of variahle INBAS in the MAIN program.

The X array is dimensionad to 350,000, This is large enough for & mode! having
approximately 20,000 cells.

The approximations appikd to the flow equation o simuiate the effects of a water
lable  (waterdable  transmissivity  calcolation, venical leakage correclion, and
confined/uncontineu storage corversion; ware developed using the conceptuaiization cf
a layered aquifer syltem in which cach aguifer is simulated by one modei laver and
these aguiler layers are separaied by distinct contining units. If one attermpts to use the
water-table fransmissivity calculztion in the situation where several megdel lavers are
simulating the same aquifer and the water table i3 expected to traverse more than one
layer, preblems with cells incorrectly converting 12 nou flow may ocour. Boecause the
wonversion o ne flow is irreve:sible, only deciines in the water table can be simulated,
Verdizal conductance is ieft consiant untii @ cell converts © no flow, and then s sst to
zero. This assumes there is & confining layer, which dominates verticai flow, below the
model water-table layer. in particuiar. the model program may have difficuity handling
a multitayer simulation of a single aquifer in which a well causes drawdown below the
top modsl layer. The solver may attiempt to convert cells to ino flow calis sooner than it
should. This cowid cause the simulation to degenerate.

A sheli prograim 1s provides fur executing the proqram. The {oliowing filez are for
fne exarnple obtained from the onginal documentation:

twri 5 BAST Package input
twri. 11 BCF2 Package input
bavri 12 WELT package input
twii 13 DRM1 Package npul
twri 18 RCHY Package input
{wil 19 SiP1 Package input




12, SUTRA

SUTRA (Saturated-Unsaturaiad Transport) is a comguter prograrn which
simulates fluid movement and transport of cither erergy or dissolved substances in a
subsurface environment. The modeal empioys a two-dimensional hvbrid finite-elernent and
integratad finite-differenice inethod ta approximate the governing equations that describe
the iwo inlerdependent pracessss that are simulated:

(1) iluid density-dependsnt saturated or unsaturated greund-wasier fiow, and either

(Za) fransport of 5 solute in the yround water, in which the solute may be subject
to equilibriurn adsorption on the porous motrix, and both first-oider and zero-order
production ar decay,

(2b) transport of thermal eneigy in the ground waler and solid matrx of the
aqurfer,

SUTRA may be employad in one- or two-dimensional analyses. Flow and
transpant simulation may be sither sieady-state which requires only a single solution step.
or transent which requires a series of time step in the numerical solution.  Singie-step
steady-state solutions are usuaily not appropriaie for rion-linear problems wit varisble
aensity, saturation, viscosity ang non-linear sorpticn.

SUTRA flow simislation may ke employed for areal and cross-sectional madaling
of satwrated groundwater fiow systems, and unsaturated zone flow. Some aguifer tests
rmay be aralyzed with flow simulation.  SUTRA soiuie ransport simulation may te
employed to model natural or man-induced chemical species transport incluging
processes of soiute sorption, production and decay. 3uch simulatiorr may he used to
analyze grecund-water contaminant transpert problems and aquifer resicration designs.
SUTRA solute transport simulation may aiso be used for modeiing of variable density
leachate "novament, and for crocs-sectionat madeling of sait-water intrusion in aquifsrs
at both near-well cr regional scales with either dispersed or ralatively sharp transition
zores between fresh and sait water.  SIJTRA energy transport simulation may be
employed to model thermal regimes in aquiters, subswuiface heat conduction. aquifer
thermal energy siorage systern, geotherma! ieservoirs, thermal pollution of aguifers, and
natural hydrogeologic canvection system,

SUTRA wilt provide clear, accurate answers oniy to well posed, well-defined, and
well-discretized sirnulation problems. inless-well-dsefined systeinis, SUTRA simulation can
nelp sisualize a conceptual modet of the flow and transport regime, and can aid in
deciding between various conceptual models. In such less-wel-defined systems,
simulation can help answer questions sich as © Is the (inaccessible) aguifer bourdary
which is (probably: ten kilometars offshore eiiher leaky or impermieaidle? How leaky”
Does this boundary atfect ibe primary analysis of onshore water supply?




SUTRA is not useful for making exact prediction of future responses of the typical
hydrologic systems which are not weli defined. Rather, SUTRA is useful for hypothesis
testing and for helping to understand the physics of such a system. On the other hand,
developing an understanding of a system based on simulation analysis can help make
a set of worthwhile predictions which are predicated on uncertainty of both the physical
model design and model parameter vaiues In particular, transport simulation which
relies on large amounts of dispersion must be considered an uncertain basis for
prediction, because of the highly idealized description inherent in the SUTRA dispersion
process. A simulation-based prediction made with certainty is often inappropriate,
and an "if-then" prediction is more realistic. In soriie cases, the available real data on a
system may be so poor that a simutation using SUTRA is so ambiguously defined that
no prediction at all can be made. In this instance, the simulation may be used to
advantage in visualzing possible regimes of system behavior rather than to determine
which 1s accurate.

In this UNIX version, a preprocessor for SUTRA has been developed. The
preprocessor astomaticaily generates input data files and a simulation units assignment
file called SUTRAFIL needed for running SUTRA. There are five set of files in this
package:

(1) preprecuessor of SUTRA (presutra.f);

(2) SUTRA main routines { main.f );

(3) 24 SUTRA subroutines contained in tree files: (a) USUBS.FOR, with two user-
programmable routines, and {b) SUBS1.FOR and SUBS2.FOR with all the other
subroutines;

(4) two mesh data generation routines (mgenrec.f and mgenrad.f);

{5) one routine for calculation of hydrostatic pressure dataset as specified pressure
boundaries (pbcgen.f).

Reference materials for the original releases of these codes are:

Voss. Clifford 1., 'A finite-element simulation maodel for saturated-unsaturated
fluid -density-dependent groundwater flow with energy transport or chemically reactive
single-species solute transport’, U.S. Geological survey, Water-Resources investigations
Report 84-4369, 1984.

13. Optim: Optimization of Remediation Design Program

This program provides an optimization design of pump-and-treat
Remediation scheme, including the optimal well locations, pumping rates, and cost
analysis.  First of all, the main program extracts aquifer fliow and contaminant
characterictics from files created by running MCC for a present day rmodsl of the




groundwater contamination. The user is asked to enter the minimum acceptable
contaminant concentration in order that a contaminant plume may be defined. In
addition, the user enters the location of an observation weli and a time frame for the
Remediation effort. The observation well may be a domestic well or other point of
contaminant level concern. The user may choose to locate the pumping well{s) manually
or automatically. The user may choose any number of different remediation schemes
to be considered and, if the manual location option is chosen, the number of wells in
each scheme. If the user chooses to have the wells automatically located, a choice is d
made between an areal or a hydraulic barrier remediation approach. Following the

location of the wells, the pumping rates are assigned, gither manuaily or automatically,

to each well. The cost of each remediation scheme is calculated. Finally, for each

remediation scheme, the location of the wells, pumiping rates, radii of influence, and cost

are pinied. Figure 56 shows an example contaminant plume and Figure 57 presents the o
areal control optimal pumping well locations calculated from Optim.
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Figure 56.

Contaminant contours simulated by MOC,
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Locations of pumping welis
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ot tma bl prumping well

locat onn colaculat od by opt i,

This program gives the following information cancerning remediation strategy:

a. Well locations

Thero ars

remediation scheme.

two options: an areal remediation scheme and & hydraulic b.irier
If the areal remediation scheme is chosen. the X cocrdinates of

the wells are assigned by the following equation:

where X is the x coordinate of weli j, i is the numbr of wells in the remediation scheme,

X(3)

Y

Minx

DimX

|

21

el

(27

D

(25)
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- MinX is the minimum x coardinata of the contaminent plume, and DimX is the maximum
s dimension of the plume in the x direction. Th2 above equation locates the wells

equidistant over the length ot the piume in .he x direction. The Y cocrdinates of the weills ¥
e are assigned by finding the dimension of ihe plume in the y direction at X{j}. The well

. is then located in the center of tha y pluine dimension at the x coordinate of the well,

4 If the hydraulic barrier remedialion schems is chosen, the wells are located in a

d line such that they creata a hiydraulic wali toward which the contaminants flow. The wells ¢
extend perpendicular to the primary direction of fiaw betwean the cantaminant plume

minimum and maximum points in the direction parallel ta flow, The equation for locating

wells given tlow in the +x direction is as fullows:

, 2
X(j)  Ma  EMY (26) »
' </
Y (73 #Miny o MY o040, (27)
21 »
where MaxX is the maximum x coordinate of the confaminant plume and CimY is tho
maximum dimension of the plume in the y direction.
(2 Pumping rates L
Pumping rates zire chosen manually by the user or calcuiated automatizally by
the program for each well hased on a radius of influence. Fur automatic calculation ot
pumping rates, the desirer! racius of influence was assumed 10 bs ona-half of the
distance 1o the closest wel'. The MGC model makes the following assumption based o ¥
storage coeificient, 8§, about whether an aquifer is confined or unconiirec (Konikow,
1978):
if S < 0.005 then assume db [/t =0 =>» confined aquiter
»
it S >=0005then assure db /2t = s h/ dt =2 unconfined aquiter
The following if the equiiibrium pumping rate equation fro a confined aguifer (DeMarsily,
1086):
oo (H h) , &
2T N 28
© In (R /1) et
where T is thz transmisswity, H is the hydraulic head prior to purnping, his the hydrautic
head in the viainity of the well barehole, R is the radius of influence of the well, and ris .
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the radius of the borehole. The eguiiibriuin cguation for an unconfined aquifer is
calculated as:

-

(2 )

Q nkK i RT7) (29)

where K is the hydraulic conductivity (T=K b). Sixty-seven percent drawdown is the

maximuim economical weil operation since approximately 80 percent of a well's yield is

achieved at 87 percent drawdown (Driscoll, 1986). However, the drawcdowr, ray very with

the radius of influence, an approximate way of calculaling pumping reies without »
knowing the drawdown and influence radius is through the desired Darcy velocity aiong

the houndary of influence radius:

Q0 2nRbv (30)

wherc R is the influence radius, b is the depth of aquifer, v is the flow velocity along the
edge of the influence circle.

(3) Cost analysis

The cost of drilling is estimated to be 20 per veitical linear foot (Waier, 1992). The
cost of pumps is related o the horsepower of the pump. For each well, the horsepower
of the pump is calculated based on the total dynamic head, pumyp efficiency, and the
pumping rale (Drischoll, 1985). The total dynamic head is assumed as the depth from
the surface e the center of the saturated thickness of the aquifer. The pump efficiency
is assumed to he 85 percent. »

Since the prograim is bascd on the Thiem (equilibriuim) equation, it cannot be
anpliceble except within 1easchable distances of a well. In another word, steady radial
flow to a well is only achieved near the well where the hydraulic conduclivities are
homogenecus. Therefcre, it is less accurate when applied to a case where large amount )
of contaminant exists and a very high pumyp rate is needed. Bear this in mind, the user
should consides this program as a tool of visualizing the possible remediation schenies
rather than obtaning some precise features of pump-and-treat system.

This model is designed as an interactive program, the user has to input the data »
ior each prompt ask  First of all, this program needs the foliowing data produced from
running MOC

var.clat, trans.da, thck.dat, conc.dat




Besides that, the following data are needed:

. The maximum concentration level of contaminarit, MCL.

. Tho desired location of observation waell.

. The remediation time frame (years).

. The pumping well locations (if want to choose manually).

. The rnumber of remediation schemaes.

Select areal rernediation scheme or hydraulic barrier scheme.
Tha maximum pumping rate (gpm).

. The diameter of pumping wells (inch).

. The radii of influence or pumping rate (if want to choose manually).
10. The groundwater flow along the edge of the influence circle.
i1. The depth to the aquifer.

@(n>émcn$sgsm-»

14. Relib1d2

This program demonstrates the usefulness of the FOSM method tor
evaluating the reliability of specific groundwater contaminant remediation scenarios, a
one-dimensional advection-diffusicin example for nonreactive dissolved constituents in
saturated, hammicgeneous, isotropic media under steady-state, uniform flow is presented.
Mathematically, one-aimensional transient groundwater poliutant transport is defined as:

L)?C L)C (7)0
O vz Vox ot (31)

and sublect to the boundary conditions

C(x,0)=0 x=0
ClO,t)=C, t>0
Clw,t) =0 t20

The analytical solution of Equation (31) can be obtained by using the Laplace
transformation or other mathematical methods, it is in the form

X . \.’ji ' Exp i ‘i:’:‘\) Erfcl({ ,‘ ,,Vt \ (325
: ' 2yDt

where C,, C and x represent source concentration, the coniaminant concentration at

|57



time t and the distance downstream from the sources, respectively. The velocity, v of
the groundwater is described using Darcy's formula ( v = k i, whare k represents
hydraulic conductivity, and i the hydraulic gradient), D represents the longitudinal
dispersion coefficient, as a function of the dispersivity within the groundwater media (©
= v a, where "a" represents the dispersivity). The dispersivity is assumed to follow a
nermal distnbution and the hydrauiic conductivity follows a lognormal distributior. The
Taylor expansion of the contaminant concentration, C, with respect to the mean of the
dispersivity and the natural log of hydraulic conductivity is defined as:

ac \ oc

()a (O Hd) (7[.1.1'2 (‘() ] (ln (k) “1“()()) '

RO (I (A Hyn)®

T , ., v Oler S
URGAYIR S <

fgnoring the higher-order terms, the approximate mean and variance of the contaminant
concentration, C, are defined with respect to the prohabilistic model parameters..

In the case where both hydraulic conductivity and dispersivity are modeled as
random variable, the mean and variance of the contaminant conzentration is defined &3,

u«"' c ( u.l’ “lm‘k) ) (34)

o aC 2 arlay ! e
Var ((') ((}J) de(d) ‘()[ ]”(k)]

)Z Var (Iln(ky)

For both cases, the partial derivatives 9 C /0 a and 0 C /0 [In(k)] are defined as:
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It is important to note that, both ¢ C / d [In(k)] and J C /0 a are evaluated at the mean
values of a and In (k).

o The estimation of the mean and variance value of concentration using Monte Carlo

4 simulatior: is also presented in the program to compare it with FOSM method. This
pregram censiders one-dimensional flow only. it avaluates the uncertainty of contaminant
cencentration under two major uncertain model parameters, hydraulic conductivity and
dispersivity. However, it can be implemented inte cases with mere than two parameters
using the sams approach as presented above.

W The information required by this program includes:

(1) The value of initial concentration.
. {2} The magnitude of hydraulic Jradient.
. (3) The contaminant release time (day).
(4) The down-gradient of the source (m).
(5) Numbsar of Monte Carlo simulations.
(6) Mean and standard deviation of conductivity (m / day)
(7) Mean and standard deviation of dispersivity (m). »
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i5. PRelihid

A reliability copiour is constructed in this program using the same rnethod
mentioned in the previous section., There are three differant reliability contours that can
be obtained: time-distance related reliability contour, the distance-MCL (Maximum
Concentration Level) related raliability coiitour, and the time-MCL related reliability
contour, The user can choose eithe; one of these three options.

The limitations of Relib1d are the =ama as in previous saction.
The data needed for this program ar=:
{1) The value of hydraulic gradient.
(2) The value of initial concentration.
(3) Type of reliability contour, there are three options:
a. Distance-Time contour with fixed MCL,

b. Distan.e-MCL contour with fixed Time,
c. Time-MCL contour with fixed Distance.



SECTION V

OPERATING SYSTEM CONSIDERATIONS

A. THE DOS ENVIRONMENT

Instructions rulated 1o the installation of boih the DOS and UNIX versions of the
software are presented in Section ll, as well ac a discussion of ihe basic features of the
twn cperating systems as they relate to such installation.  Other technical nrogramiming
considerations are presented in this section.

1. DOS AND THE PERSCNAL-COMPUTER ENVIRONMENT

This section provides lechnical nowes relative to the methiod of programminiy.
These notes are intended to be sufficiently detailed so that an expsrienced nrogrammer
would be abie to readily extend, modify or adapt the system.

Recent advances in the power and aliordabilily of the personai-computer (PC)
have 1evolutionized the practice cf pollutant transport medeling. Now, all but the most
complex groundwater models can be run on personal computers and laptops (with
expanded memory), freeing the user from reliance nn mainfrarme compuiers. This
increases the potentiai portability and availability of inodeling systems, and the current
system is designed with these goals iin mind.

For maximum poitability, the Advisory System is cesigned tu run on persunal
computers that use the MS-DCS standard. DOS (Disk Operating System) is the
command system which controls operations for the vast miajonty of these types of
computers. The sofiware has been testad up (0 M3-DCS Version 6.2 on 1BM, Dell,
Compagq and Toshiba computers with SH8DX, i486DX, i4868DX2Z and Pentium chips, and
up to 66 MHz clock speed. The systein shauld be fully operational on any svstem that
uses a DOS version 6.0 or higher with at lsast 4MB of RAM (although 8M3 are
recommended for the more complex stochastic simulaticns).  The developers have
endeavored to design the System, as far as pessible, to run on any brand of parsonail
computer that operates under DOS, giver sufticient available imernory and the presence
of a fixed disk drive. As noted, a maifi co-processor s essential, 2s weil gs expanded
memory.

A schematic of PC memory is presoiited in Figure 58, Conventional menory
starts at OK and normally ends at 640K {where most DOS programs run). In fact, most
DOS programs until recently ran in res! move, with access gnly to the first megabyte
(MB) of memmory addresses (0-1074K). Joper memory staris at the end of conventional
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memory and ends at 1024K. Upper memory is set aside for system ROM (Read-Only-
Memory), video RAM (Random-Access-Memory), and BIOS (Basic Input Qutput System).
Extended memory is the memory addressed above 1024K (used by programs operating
in protected mode, such as Microsoft Windows). High memory area (HMA) is the first
64K of extended memory. With the newer DOS versions, part of the DOS operating
system can be loaded in HMA., Expanded memory (EMS) is memory outside the first
megabyte of PC memory that an expanded memory manager (e.g., EMM or QEMM) can
cause to appear within the first MB in 16K units called pages.

ilixtcndcd : !
Mcmory ‘

HMA 064 K
bxpunded
SYSTEM BIOS
UPPER MEM
84K o
VIDI) RAM 1EMS

Mcinory

Conventional
Meciuory
('14“ }<

(; k.

e e

Kigurae 58. Bacic PO Momory

Both DOS and availabiiity of RAM meinory iimii thi size of executable filus (o be
used in the System. Because of this limitation, the System is designed in a modular
fashion, and consists of many separate execulable segmeants which are linked at the
DOS command level through tie use of balch files, The design of the Advisory System
will be discussed in some detail in the iollowirg section.

2, MODULAR DESIGN CF THE ADVISORY SYSTEM

The computer-hased workstation jprovides mathematical modealing capabilities to
simulate flow and contaminant mass transpori al a site. The sysiern assists in the
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: seloction of the most appropriate prediction model, It alzo performs risk assessment.
accounting for natural and parameier uncertainty in the predictions, and selects an
appropriate remediation method and remedial strategy. ?

The file management structure of the systern was created to mainiain 300d
communication among the different moduies. The main icea of the design is tc preserve
a4 single inteqrated package. The inenu and utility programs link mogular programs and
data files. Through rmodular design, sach fransport model inciudes three msin o
components: the prenrocessor, the main code, and the postprocessor. The user can
prepars the data set and run the transpait model in the shel! program. It a complete
simulation, both input and output files are created and stored under separate
subdirectires. These subdirecties are named as DAT and QUT.

Fercomplicated groundwater rmodels, for exampla, USGS MODFLOW and SUTRA,

several input files may be necessary. Theretore, a subdirectary is created for sach

o package to maintain integrity and fiexibility. In the subdirectory, a sheil program is used
to control the model execution and store the daia filgs.

t User interfaces are created as a bridge between the user and ihe contaminant
transport models. These interfaces are easy o leam, flexible to use, and clear to
manage. These interfaces can be roughly divided intc two pans. One is the sholl
program, which is a menu-driven interface controlled with a mouse for making salections.

The other is the model preprocessor which is flexible in the modification of input Jato.
There are seveial functions included in the shell program: (1) to get halp files for
instruction; (2) to start the preprocessor program; {3) to run the main fransport code; (3)
lo use graphics packages for model output, and (4) to manage the input and output files.
The preprocessor program s designed as an efficient tocol for preparation and
modification of the model data. It is simple and requires less time to learn. The major
N objective of the preprocessor is to provide the user an easy-to-usc modeling

environmant, and to assist the user in greparing the input daila.

For visualization of model results, graphice packages were written specifically for
the component models in the system. Modeling results, such as breakthroudgh curves
| and curmulative distribution curves of concentration, are wlotied on the screen for %
! interpretation, or printed directly to hardware devices, The advaniages of graphical
display are obvious.

The total size of the fites required in the system is now approaching 12 million
bytes, For the System tn e operaticnal in a personat-computor (*thnnmen\‘ only a »
porion of the system can be loaded into memoiy at any given time.  The Advisay
aystem has been desigred to overcome this limitation, while still preseving tho
appearance and "flow" of a single, integrated package. This is done thisugii madubu
design. Only one executable module of the system is loaded at anv ane iime. The
current module is linked to the whole system through DOS batch files, whils a spacial ®

Yy

& ® k ] ] " 3 » ®

o g A SV R ‘v-s 1-« T 1 bl Mam #ﬂﬂmmwwnnwm
o e o e 4 R P o 477 R e T Ml A A o A L3 5

ze i VT A e e R g \in D




fila structure is maintained for communicaticn.

The indivirual executable files required in running the systen are linked together
at the DOS leval through batch files. The linkage ai this leve! requires maintenance of
a speciai file system, which will be described below, Returning from ainy task iirrough
DOS while the systern is running is basicaily invisible 1o the user. The user is presenied
with a menu of options, distinguished by letters or brief names, Selection of one of thass
options resuits in the executian of a batch file, whish in turp will call the appronrate &
aexecuiahle fies in their proper sequence. In eacn of these pror‘rm‘ures a tle called
MUE‘FL BAT is written by the procedure in accardancs with the uzec's choices (o executa
the selecied transport maagel.

A5 noted above, the system actuglly corists of a number of indenendwn‘ @
executable modules, inked at the D38 command level, To make thase function as
whaole, comraunicadion is required batween tHhe various constituent models. This is
accomplished thiough maintenance of » speciai file struciure. In the course of a run of
*he vystem ( analyzing a singie site), three files will be usad: one specific 1o the run ang
two spectfic o the sita. These are TEMP DMP, {sitid} DAT and {sitid}.QUT, where {sitid} ¥
is the code designaticn of the site. All three filks will be created or locaiod and updated
upon enterinng the system, and must be presaid for the system to operate.

TEMP.DMP i5 a briet, direct accoss file RECL=50, FORM= "FORNATTED') which
cesps rack of the cunent analysis, and informs the modules of the system of the
ite-speciiic narnas of the othey two tiles. The Laiticl} DAT files primarily serve 16 presuive
pararnater velues o sach model ruin so that they can be reinaded for future
applications on e same sile. ~or :,r* ne complex mode's, such as MODFLOW, the innut
filas are stored i a separate subdirectory for convience.  The [sd}.CUT fiies are
ordinary, soquantial access files which u,vord the results of ali analyses of a site

K Fiie Linkage Quide

In order 1o avoid iimits on size of the executable file, the system s '*ur-wpo-md
a ltge numier of simalion vxenutabie fles. These in i may be coroposed of onuimser
of object liles, sach represeniing a souice ke Modificalions m the existing parts of the
*vs‘ie'v nay thus require modification of theso source fies. which must then be

scumniled ang linked, Thase are wrtten in several programming lanquages.

The butk of thie systern is programimed in FORTAAN, using both real mode ard ®
protecte.d mode (@xpanc=a memory] varsions of ihe \,mnm!nr\,, hoth 16-bit and 32-bit
versions. Many of these f ORTRAN codes arc inked o C coge fur grapiics purposes.
Although individual modules may be re comptled for execution with or witheut use of the
malh coprocessors, ali executable files requiring extensive mathemaltical operaions are
prasentty compied to fake advaniage of the increaseu speed of Ine math co-processors.,

[\
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Ceveral files are currently written in Turba PASCAL. and must be compiled usmng the
furbo PASCAL comypiler, configured as appropriate o the graphics hardware present.
Compiling these ;Ieb requires ihe presence of the Turbn PASCAL compiier. Male fiies
and source fiies are Lsted balow for componant medeis. The PASCTAL files and systein
utlity files are listed i Tabiss 8 and 7.

Make files and sourca diles

1. QDASY

ODAST.MAK = ODAST FOR -+ CRU TIME.FCR
ODAS FP EXE == ODASTP.FOR

2. TDAST
TDAST MAK = TRAST.FOR + CPU_TIME FOR

3. PLUM2D
PLUMZD.MAK = PLUNZD.FOR + PLUM2D2.FOR + RAN.FOR + ANSI.FOR
FXYPLTT MAK = FAYPLTI.FOR + MASK2.FOR + PLOT.FOR

4 DUMVG
UPVG MAK = LUPVGFOR -+ CPU TIME.FOR

5. EPAGW
CPAGW MAK = ZPAGW1.FOR + EFAGW2.FOR + PARAM.FOR +
SCHENCFOR + JAN.FQF. - ATT.FOR
SFPLOT.EXE = SFPLOT.FOR
CUMFQT.EXE = CUMFI1FOR

O EPASF

EPASF . MAK = EPASF1.FOR + EPASF2.FOR + EFASFLIFGR + EPASF4 FOR
+ SCRNC.FOR + RAN.FOR + ATT.FOR

7 LTIRD

LTIRD.EXE — LTIRR.FOR

55
SCLEXE -
VLIN.EXE -

9. LisGS MOC

PREMOCMAK = PRUMOC.FOR + ANSIFOH + IBMPCFIL.FOR

MOCADLEXE = MOCADLFOR 4+ PABLON.FCR + VELO.FOR + MOVEF.FOR
OLTFT FOR




10, RANDOM WALK
FPRMDWLK.MAK = PRWLKAS.FOR + WLKFLAS.FOR + TOOLS.FOR
RNDOWLK MAK = HNDWLK FOR + RWALKZ.FOR

11. MCDFLOW

PREMOD EXE = PREMOD.FCR + PREMOD.INC

MAIN1T EXE = MAINT.FCR + BAS1.FOR + BCF2.FOR + CHD1.FOR +
DRN1.FOR 4 EVT1FCOR + GFDIFOR + GHB1FOR -+ IBS1.FOR +
PCGZ.FOR + RCHY.FOR + RIVI.FOR + STR1.FOR + SiP1.FOR +
SOR1.FOR + UTL1.FOR + WEL1.FOR

12. SUTRA
SUTRA.EXE = MAINFOR + USUBS.FOR + SUBS1.FCR + SUBS2.FOR

13. BIOPLUME 1
DRIVER.EXE = DRIVERFOR + CLRSCR.FOR + BIOP.FOR + VELQ.FOR +
GENFPT.FOR + MOVE.FCR +CNCON.FOR

14. ODAST in Monte Carlo Mode
ODASTMC.MAK = CDASTMC.FOR + CPU TIME.FOR

15. TDAST in Mante Carlc Mod=
TOASTMC.MAK = TDASTMC.FGR + CFU TIME.FOR

6. MOC in Monte Carle mode

PREMOC.MAK = PREMOC3.FCR + ANSILFOR -+ IBMPCFILFOR

MCCMC.EXE = MOCMC.FOR + TRNCOV1.FOR + CNTON3FOR +
MOVE3.FOR + PARLOD3.FOR + RANS.FCR + SOLUTE.FOR +
VELOS3.FOR

Table 6. PASCAL files for shell programs and preprocessors

VODAST.PAS POTAST PAS VIDAST.PAS |
PTDAST PAS MDUPVG.PAS POUPVG PAS |
MLTIRD.PAS PLTIRD.PAS VRESSQ.PAS )
PRESSQ.PAS | vmoc.pas RANWLI PAS

'MODFLOW PAS FEM.PAS BIOFLUM.PAS
VODASTMC PAS PODASTMC.FAS VTDASTMC.PAS
|PTOASTMC PAS [wmocmcPas  TRUNMELP.PAS ]




Table 7. System utility files

'BANNER.FOR DIRMENU.FOR GWEXP.FOR
GWGATE.FOR LGRD.FOR OPTIM.FOR ]
SCEN.FOR SCRNC.FOR LIST.PAS

{L;fsn’r{g: PAS SCROLL.PAS

B. THE UNIX ENVIRONMENT

The main difference betweer the UNIX and DGE versions of the Advisory System
s the operating system. The UNiX version of the systern exploits the multi-user
capabilities of the UNix system. The !INIX version provides the user with access and
operational capabilities that greally exceed those avaladle in most computers running
under DOS. However, these expanded capabiliiss corne with a cost. The UNIX version
of the Advisory Sysiern nas been writisn to run on a Sun Microsystems SPARC 2 or
greater workstation. In addition, the Adwvisory Systern requires the use of Open Windows
version 2.1.1 or greaier. Typically, these lype of workstations are greater in size and
expense. For example, the DOS of the systam can easily e installed on a laptop
computer with sufficient memory and disk space. To date. n¢ izptop computers
avaiiable run the UNIX operating systam.

The UNiX version is easily modified to run on alternalive woerkstations running
UNIX. Consult your systems site specialist for specific details orn how i@ ruit the Advisory
System on workstations other than thie Sun Microsystems SPARC series.

The UNIX version of the Advisory System requires 28.7 MB of disk space, at least
4 MB of RAM and a 25 MHz ciock. The performance and sgeed of the Advisory Systers
can be greatly enhanced with increased mernory and clock speed. For example, a Sun
Microsystems SPARC 10 with 64 MB of RAM and a 33 MiHz clock will be able to execute
the groundwater models and graphics interfaces within the sysiem much fastar.

The UNIX system provides the user with the ability to run tha Advisory System
simultaneously with other UNiX software appiications, access the sysi.xm rgmioteiy and
manipulate multiple input and nutput files  Due to the multiuser abilities of the UNIX
operating sysiem, the user is able to run the advisory system in conjunction with other
software packages. For exampie, while running a time intensive model in the Advisory
Systern, the user can easily initiate other processes such as the mail routine or onie of
the rnany ecitcrs residing on the workstation These new processes do not have to b2
associated with the Advisory Systein. In addition, the Advisory dystem menu window
can even be clozed during long model runs to make niore roori on e zereen for other
activities, However, if the user quits the Advisory System menu window, the system will
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terminate and any partially complete model runs will be lost.  For additional information
concerning the use of the UNIX system, the reader is raferred to any available UNIX text
or the workstation users manual.

The UNIX version also uses "makefiles” to create ard link each of the source code
files. Each of these "makefiles" shows how the subroutines are linked. To list these files
use the command "more": refer to Table 1 in subsectionr {I(B) for a complete fisting of aii
the subroutines, makefiles arid data files.
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2. Modal Devalopment

To analyze agrcundwater contam’ nation under conditions of ®
uncerteinty, Monire Carlo simulation is the most common ard direcac
way . atten, tie use  of Monte Corlo  simulation  can be
computaticnally cumbersome, especially when considering large-
srale numerical noedels, such as MOC ~r SUTRA. To reduce the

computartionil eifort reguived to evsluate Lhe propabiiity of
remadiation failure, 3 first-order sacond -nouent rethod (FOSM)  can ®
be used. 7This Appendix prosents the Lheoretical developient 2f the

FOEM formulat.cn used to datermine the reliapbility of remediarion
strategizs for some of the nmodels in tho Advisory Sygtenm.

1. Groundwater flow and traasport model 9

The  govocning eguations  of groundwaler flow and
cograminant trangport in the saturated zone 18 exproessed by

PR
e
T T
.

Ve(r- -vh) g(x,y,t) (A-1)

o

ard subjoct to the tollowing poundary conditions:

oo, att ot (faitial condition)
] PR v
o 0, at x v, { Downdacy conditionl)
dx

o, MCL, {boundrzry condition 2

f({(x,y,t ) AL A O (ralfoly discharge)
| e

[ g(x,y, tydt - ., (allowable Injecticn) »
o, (qy -k, (marddmur vater lavel )
Botg) b, {qg)y - hoye, {min L gradient)

v, gy oy, lailowalle velocity)
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Table A-1 defines each of the variables used in the flow and
transport equations. In reality, model parameters such as Y
hydraulic conductivity (K), the dispergion coefficient (D), Darcy
velocity (v), the retardation factor (R), porosity (n) and the
voundary conditions (Co, dh(x,' ‘dx) exhibit uncertainty due to
difficulty in on-site measurement. To compensate for this
variability, these parameters can be modeled as random variables
wich known spatial probability distributions. »

Taple A-1. Parameters in Groundwater Models

Storativity

Transmissivity = K b

Hydraulic Conductivity

Retardation Factor

(W I B I O]

Dispersion Tensor ]

v Seepage Velocity Vector

c.c!,c* Pollutant Concentration

n Porosity

D Aguifer Thickness

h Hydraulic Head

q Extraction/Injecticn Rate

A Decaying Factor »

2. Finding the distribution of state variables

Once trhe spatial distribution ot the model parameters are ¥
established, the stats variables (hydraulic head and contaminant
concentration) are determined from the physical model using a
Taylor series expansion. Mathematically, this approximation is
defined as:

C(p) =C(u,) + Y
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) _ (p. . - A-4
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where C represents the state variable for pollutant concentration,
P: P;, P, define the groundwater model parameter- in groundwater
model, and u, is mean value of p.

Ignoring higher order terms, the mean and variance of the
contaminant concentration, C , with respect to the physical
parametery p are defined as:

u(c) = [T Cp) £,(p)dp = C (1) (A-5)
var(c) = [~ "p) -u(C))2£(p)dp
3% 9€ covip., pay € (A-6)
f'ﬁ}Z; op; oV (Pir P; dp;

where 8C/dp is the sensitivity of contaminant concentration, C to
the model parameter, p. The sensitivity is either calculated
divectly using an analytical solution of the governing equation or
indirectly using a numerical model. For the case of analytical
solution, the gradient of C with respect to p is easy to compute,
since C 1is known explicitly,. The difficulty arises when the
analytical socluticn for the contaminant concentvation, ¢ 1s not
available. The most efficient way is to calculate the sensitivity
implicitly through using tne model equations.

Let L represents the formulations of the governing equation
for the groundwater and contaminant tranaport model. At fixed
time and place, L ig function of C and p, while C is dependent of
p. Since L equals zero, the substantial (total) derivative of L
with respect to variable p also equals zero.

Lt l(c(p)y,p)! -0 (A-7)
DL, 90L,,0C, (9L, _ )
{ng "{“"E }{55} ‘Op } -0 (A-8)
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Therefore, the sensitivity is determined by multiplying the
inverse gradient matrix of L with respect to C and the gradient
matrix of L with respect to p.

9C, (9L, (9L -
ap {GC} {ap} (A-9)

Since the model’s governing equations are second-order partial
differential equations, it is not easy to differentiate the
original differential equations with respect to the parameters of
interest. Therefore, the numerical solving scheme (such as finite
elements) 18 preferred in solving such stochastic groundwater
contaminant transport problem. In a finite element algorithm, the
numerical approximations of these essential governing equations are
derived to form a set of discretized linear algebraic equations.
Hence, the differentiation of these linear equations with respect
to both the contaminant concentration C and the model parameter p
is easily calculated. More details on this methodology are
described in the numerical exawmples presented later in this
Appendix.

Defining the mean and variance of the state (dependent) variables,
the model variability is quantified using the coefficient of
variation (COV),

(A-10)

Q.5
cov _VEE_(_Q,l]

H(C)?

3. Probability of Remediation Strategy Failure

The probability of remediatior failure is defined as the
probability that the contaminant concentration exceeds the maximum
allowabla concentration level (MCL) . Mathematically, the
probability of failure is expressed as

p; - P(C > MCL) (A-11)

and reflects the probability that groundwater quality will not be
maintained. For a sgpecific remediation strateqgy, M is defined as
the safely margin of groundwater quality




M-MCL -C (A-12)

Defining C as a random variable, M is also a random variable with
a mean of p y = MCL- yu. and standard deviation o, = 0, = V{Var(C)}.
Since there 1is only one random variable in the performance
function. The mean and variance of the Safety Margin are defined
using a Taylor expansion. Noting that the performance function,
equation (A~12) is invariant, the limit-surface addressed by Sitar
(1987} does not need to be considered.

Failure occurs when the estimated contaminant concentration is
greater than MCL

M <0 (A-13)

If the distribution of the contaminant concentration i1s assumed to
follow a normal distribution, M can be scalezd to have a mean of 0
and a standard deviation of 1. The reduced variate, M’, also
tfollows a normal probability distribution and is defined as:

M/ = M,,,jc;__(“_.(_‘\’_) - _C-u(C) (A-14)

M) o (C)

Using the reduced variate, the probability »f failure is evaluated
in terms of the cumulative distribution. Mathematically, this is
expressed as

X ] M)\ MCL u(C)
S F,(0) - ( HM)) ( Thb_ LR A-15
b WO ey (M) ) ¢ o (C) ( )
where F(e ) represents the cumulative distribution funrtion, and

¢l(e ) defines the standard probability density function. Eguation
(A-16) illustrates that the probability of failure is a function of
the ratio:

= MM MCL - u(C) A1E)
= o) (€ (A-18)

where A is often referred to as the safety index. Two important
issucs are worth mentioning here. First, the performance
funct ion, equation (A-12), has only one random variable; therefore,
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the value of B is invariant. Secondly, with only second-moment:
information, the probability of failure cannot be estimated by
either the Monte Carlo method or the FOSM method (at best, rather
wide bounds can be estimated). The underlying assumption of this
methodology 1is that the distribution of the contaminant
concentration follows a normal distribution. Often, the probability
distribution of the contaminant concentration and the resulting
margin of =safety do not follew a normal distribution. In such
cases, the distribution of the concentraticon can be transformed
into an equivalent normal distribution function using the
Rosenblatt transformation (Ang and Tang [1984]). Using a Taylor
series Lo approximate the wmean and standard deviation of the
contaminant concentration results in an approximation of the safety
index, #. As a result, the corresponding probability of failure is
also an approximat.ion:

Pe=®(-L) -1 -9(B) (A-17)

where ¢ (i) is the standard normal cumulative probability evaluated
at 1.

4, Determining the l'oint Reliability

The reliability of not exceeding the MCL at any point on
the contaminant site can be calculated as:

R. 1-p, ple,, «MCL i (A-18)
f ij L

1]

where 1 rupresents the location ot a pumping well, and j represents
the pogition of a monitoring well. Expressing the random variable
in reduced variate form yields:

Ciy K

(A-19)
a{c;;)

Using the reduced variate form, the probability that the
contaminant concentration will not exceed the MCL is defined ag:

MCL, cii)
R;,, plz = o HLey) (A-20)
! o(c,;)
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As a function of the cumulative probability function, ®( e ), the
probability »f not exceeding the MCL is expressed as:

MCL; - p(cyy)
Rij = 9 o{Cy;) } (A-21)

Consequently, the reliability of a pump-and -treat remediation
strategy is directly related to the safety index, §. By assuming
the resulting distribution of the contaminant concentration follows
a normal distribution, the reliability of a specific remediation
strategy can be estimated using only the wmean and standard
deviations of the contaminant ccncentration. As a result, using
the FOSM method in estimating the reliability of the remediation
strategy 1s much more efficient than using typical Monte Carlo
simulations.

B. Numerical illustrations

In order to demonstrate the implementation of the methodology
discussed here, three examples are presented. In the first
example, a one-dimensional analytical groundwater model with one
and two probabilistic parameters is studied and discussed. The
second example is a two dimensional groundwater transport finite
element numerical medel with one and two model paramcters as random
variableg. The third example is an extension of the second exawple
with a heterogeneous random field.

1. Example one

To demonstrate the usefulness of the FOSM wethod for
evaluating the reliability of sgpecific groundwater contaminant
remediation scenarios, a one-dimensional advection-diffugion
example for mnonreactive disgsolved constituents in saturated,
homogeneous, isotropic media under steady - -state, uniform flow isg
presented. Mathematically, one-dimensional transient groundwater
pollutant transport is defined by:

> c aec JC

and subiject to the boundary conditions

C{x,0)=0, Xz20
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C(o,t)=C,, t.-0
Clw,t) =0, t=0

The analytical solution of equation (A-22) is obtained by
using the Laplace transiormation or other mathematical methods, and
yields

Eg.——O.S { Erfc

(o]

i;g_) « Bxp (7] Erfc(_x f:t_]> (A-23)
2,/Dt . D 2yDE

where C,, C and x represent source concentration, the contaminant
concentration at time t and the distance downstream from the

gources, respectively. The wvelocity v of the groundwater is
described using Darcy's formula (v = k I, where k represents

hydraulic conductivity, and I the hydraulic gradient), D represents
the longitudinal dispersion coefficient as a function of the
dispersivity within the groundwater media (D = v a, where "a"
represents the dispersivity).

For this illustcrative example, only the digpersivity and
hydraulic conductivity are modeled as random variables with known
probability distributions. The dispersivity is assumed to follow
a normal distribution and the hydraulic conductivity tollows a
lognormal distribution. The Taylor expansion of the contaminant
conventration, C, with respect to tihie mean of the dispersivity and
the natural log of hydraulic conductivity is defined as:

Jac ac

C C(u,) + ga ‘4 Ha) * O In (k)1 (In (k) - Higy ) !
- } 2 ) 2
¥ c {?,WHil,.,,,ﬁ,a7“umﬂ. (In (k) Hinw)™ oterr’ (A-24)
Jda? 2 J[ In(k)1? 2

[gnoring the higher order terms, the approximate mean and variance
of the contaminant concentration, C, are defined with respeclL to
the probabilistic model parameters.

In the case where only the hydraulic conductivity is modeled
as a random varlable, the mcan and variunce of the contaminant
concentration is approximated as:




He= c ( ’J"n(k) ) (A-25)
and

ac

2
ST 71 Var ( 1n (k)) (A-26)

var (C) = (

In the case where botl hydraulic conductivity and dispersivity
are modeled as random variable, the mean and variance of the
contaminant concentration is defined as:

He= €y, Hinexy ) (A-27)
and
102 3 2
Var(C)'~(%§) var{a) + 31 12?%5”} var ( In (k)) {(A-28)

For both cases, the partial derivatives 4 C/d a and @ C/J k ara
defined as:

Ja 2 (k) 3
2e Ykt miaikt) ?

x ( (ikt)x)?
e vk ikt(iktrx)

a¢ Coy Ikt (ikt)ix)

S+

3 (A-29;
2/n(aikt)?
5 ' -
ex Efrc(gikgff:
2yaikt ,

a

and
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o (it) +a_it(-ikt)+x)
. 2yaike 2 )
_oc Gk, 4(aikt)
(9 n k ] - ' ik R 2
ety vm e (A-30) *

o3 RS it Cait(iktrx) )
2valkt E
vai 4(aikt)? )

Tt. ig important to note that, botih dC/Jda and 4C/dk are evaluated
at the mean values of a aud 1In(kj.

For this illustrative example, two simulation scenarios are
oot considered. The firet case consider only cne random variable to
. illustrate the accuracy cf the FOSM method. The second case is more
| complicated and involves two random variables. The gecond case
presents a more realistic representation of the proposed method.
e Table A-2 presents the data for each scenario considered: b

Table A-2. Paramncters values used in the two case designs.

Parameter Case 1 Case 2

sett 1 selt 2 set 3 set 1 set 2 set 3 b e

Hin -3 -4 -5 -3 -4 -5

) O i 0.5 0.7 0.9 0.5 0.6 0.7

i, 40 60 30

g, 10 10 7

The first case asgssumes hydraulic conductivity k to be the only
random variable following a lognormal distribution with mean u .,
and standard deviation o, . As shown 1in Table A-2, three »
difterent mean and variance values for k are examined and cowpared
Y using the FOSM method and Monte Carlo simulation. The
reliability-maximum concentration level (MCL) relationghip resulting
trom the two methods illustrates a high degree of agreement (see
Figures A-1, A-2 and A-3).
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In the second case, both hydraulic conductivity, k, and
dispersivity, a. are modeled as random variables., Three different
sets of parameters are used in this case as presented in Table A-2.
Again, the results presented in Figures A-4, A-5 and A-6 1llustrate
that the reliability-MCL relationship resulting from using the FOSM
method closely resembles the results using Monte Carlo simulation.
However, the results using the FOSM method with higher standard
deviations for the random variables vield an increase in the
skewness of the resulting cumulative distribution function (CDF).

Since the FOSM method can estimate the uncertainty of state
variable appropriately with much less computational effort than the
Monte Carlo simulations, this advantage can be exploited in
constructing the reliability curves or contour associated with
multiple decision factors (such as pollutants release tine,
monitoring well position, and MCL). Figures A-7, A-8 and A-9
illustrate the reliability contours constructed for multiple
decision factors pollutant release time, monitoring well position
and MCL.
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In this illustration, the FOSM method is shown to be an efficient method for
approximating the mean and standa“d dewviation of contaminart concentration, and the
reliability contour in a one-dimensional, transient state greundwater transport model,
when one or more than one physical parameters is unknown.

2, Example two

The previous example shows the application of the FOSM method to the
simple pollutant transport model using an analytical solution. In general, a real site is
much more complicated and inappropriate for an analytical solution. Rather, a numerical
solution is preferred. In this example, the FOSM methad is applied to a more
sophisticated problem using numerica! solution. A two-dimensional advection-dispersion
transport problem for a homogeneous rmedium in a uniform flow field with Dirichlet
boundary condition is studied. The governing equation for this example is defined:

#?c , , ¢c , dCc  adC
It

—_— -V, == A-31
dx? “oy? CR ( )

where the groundwater flow follows Darcy's law (i.e. v, = k |), and dispursion coefficients
are assumed linear with v, (i.e. D,= a, v,, D, = a,v,). As in example one, this example
considers hydraulic conductivity, k, and the dispersion coefficients, a, a, as random
variables with log-normal and normal distributions, respectively.

Using a Galerkin approach, the integration over the problem domain becomes:

jNDUZ ﬂ“cm dr - LN“ ”L( ) da
(A-32)
v anH{r—uiA (D}Ej C.) - Tt (AZ N,C,) }dQ
in matrix notation, the above system of equation is defined by:
G{C) +U{C) ~P{} (£} (A-33)

where C is the cclumn matrix of nodal concentrations, f is the column matrix of the
houndary integral and <C/dt is the column matrix of the time dJerivative of the nodal
concentrations. The square coefficient matrices, G, U and P correspond to the dispersion
terms, advection terms and mass terms of the system, respectively. The element matrix
entries for these coefficient matrices are defined as:
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Y

ff aN"aN‘ nrM"aNf

o Y A-34]
" 3y ay) axdy ( )

e oN{
Uri = Vy ff a;; ° dxdy (A-35)
pS - f f NENS dxdy (A-36)

The assembly of the global matrices is preformed by summing each element matrix
within the system. Equation (A-33) is solved with respect to time using a finite difference
approximation for 3 C/at:

2

t -
Af {Cy"+ { £} (A-37)

P toAt
(6 + U+ - ){C}
Letting L, represents the I row of the matrix, equation (A-37), yields

Pl' t o+ At Pl' t
Ly (6 v Uy v ) G - g G- £ -0 (A-38)

For a fixed position and time, L, is considered a function of G}, Ct+&, v, and a, where C}
and C!'2 are also function of v, and a. By definition, the substantial derivative of L
equals zero. Applying the chain rule yields

DL JL aci ot oL, déci L
I 1“ ! + lt I o (A-39)
Dv dclt dav ac av v

X X

oL, ocf 0L,
—d 2 b = —— 0 (A-40)

Da OC; Lot da ac t da da

L= .mwmmwsmmmmmmm




Therefore, the column matrices of first partial derivatives of C with respect to v, and a at

time t+At are defined as :

{acf'“} ( dL, }1{aL, AL, ac,-’}
———— = — ———— —— t s [
av, ac,"“ av, ac 9vy
and
{acf'“) ‘ oL, ., 0L, 8L, 3¢y
da GCf'At da OCf da
where
JrL, P,
oo m 6L U
aci at
0L, 9L, AC{ 3Gy * Uy) e | Py 9CT
1
dv, act dv, dv, At Jdv,
and
JL,  IL, ocf GG“C,:.M RT acf
Jda ('3’(}} Jda  oJa * At Jda
For each element, ¢ (G,+U,))/ dv,and d G, / da are defined as :
d (Glel‘ + U)ei) g C?Nf lea 3 ONIB ONf
- dv, ) f {(al Fx ax % dy "5}7) dxdy

e

+ jf %;;i N/ dxdy

(A-41)

(A-42)

(A-43)

(A-44)

(A-45)

(A-46)




AL L

= L 1 A-47
Ja, ax ax FV (R-47)
dG} dN{ JNS

— = = A-48
Ja, f f x 3y Oy dxdy ( )

The assembly of the above terms into a giobal matrix is similar to the assembly of the
matrices G, U and P. Finally, the mean and variance of C!+4 are found to be :

(e Yy coftttpInk)yy, ua, ), u(a,)) (A-49)
GCL At 3 t- At
var (Cy M)-( L Var(al)O[-——‘—— var(a,)
Ja, la,
gei ™ act ™Y
+ ____«_1__ ] - *_i__‘ (A"SO)
(J(ln(k)) Var(1ln(k)) ia, far (a;)

acf 't
var(a,) ¢ wa——‘—,r» Vac { In (k) )

The solution algorithm of the mean and variance of contarninant concentration is
broken into four steps:

[1] Initialize 9 C°/0q, 0 CP/3 a dCP/ din(k).

[2] Solve for matrices from equations {A-43) ,(A-44) and (A-45).

[3] Solve for column matrices from equations (A-41) and (A-42).

[4] Solve for the mean and variance of Ct+At from equations (A-49) and (A-50).

These computations combine the FOSM method and finite elements and have been
implemented using FORTRAN.

The two examples shown below present and compare the numerical resuits using beth
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FOSM method and Monte Carlo simulations. Moreover, in order to verify the method
using an analytical solution, a line source is placed on one end of the study fieid to
emuiate an one-dimensional proklem as in case one (Table A-3):

Table A-3. Input Data for the Case 1.

Initial pollutant concentration (mg/l) 2.0

w The magnitude of hydraulic gradient 0.1

v The contaminant release time(day) 500
The down-gradient of the source(m) 10
Desired number of Monte Carlo simulations 200
Mean and standard deviation of log-conductivity(m/day) 3,05
Mean and standard qie_\:fiation of dispersivity 60, 10

Table A-4. Comparison of Finite Elements and Monte Carlo Simulations for Case 2.

Analytical solution mearn value standard cov
deviation
FOSM method 1.21903 0.210508 0.172685

Monte Carlo simulation 1.21992 0.2284937 0.187666

Finite element solution
FOSM method 1.26367 0.187178 0.148125
Monte Cario simulation 1.27021 0.195496 0.153908

The results presented in Table A-4 above show good agreement between the
FOSM method and Monte Carlo simulations, for both the analytical solutions and finite
i glement solutions. For the second case, smaller values of mean and variance of
\ hydraulic conductivity and dispersivity are used ( see Table A-5 ). The resuits are
presented in Table A-8: showing that the differences between the mean contaminant
concentration values among these four different approaches are very small {less than 1
% ). Also, there is much better agreement between the FOSEM method and the Monte
Carlo simulation for the case of finite element solutions.




Table A-5. Input Data for the Case

1.

Initial pollutant concentration (mg/l) 2.0
The magnitude of hydraulic gradient 0.1
The contaminant reler ;e time(day) 500
The down-gradient of the source(m) 10
Desired number of Monte Carlo simulations 200
Mean and standard deviation of 0,01
log-conductivity(m/day)

Mean and standard deviation of dispersivity 10,1

Table A-6. Comparison of Finite Elements and Monte Carlo Simulations for Case 2.

Analytical solution mean value standard CQv
deviation
FOSM method 1.95116 0.018463 0.009463
Monte Cario simuiation 1.95196 0.012023 0.006159
Finite element solution
FOSM method 1.95144 0.011885 0.006090
Monte Carlo simulation 1.95227 0.011735 0.006011
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3. Example three

For this example, a two-dimensional advection-dispersion transport tor a
heterogeneous medium in a uniform flow field is studied, two types of soils are specified
and they are spatially correlated. For convenience, an index flag, idex(e) is used to
record the type of soii at element (e) within the study site:

D (idex (e)) a (idex (e)) xv,(idex (é€)) {A-51)
v, (Idex (e)) k(idex (e)) x1I (A-52)

o - . 7N1.‘<‘ INE
G [ [ b, (idex (e)) ;i ool
vx o dx (A-53)

. L)Nie ()N}e dxd
+ D, (1dex (e ))“a‘y_ "&}7} xdy

o AN
Uy vy (idex (e ))] / —L—J—;- Ny dxdy (A-54)

() Nl‘e () Nle

DG, + UL
i dx Jx

S j j {a, (idex (e))
'N:. ()N;‘

LIt (A-55)
dy Jdy

' aL(.i,dex(o))(

dNi e ' §
LTI S(idex {e), ) dxdy

b
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J i T : VN"a/\ . . ,
(;'5/(?7)‘ ;j J{ viidex (€)) - ~J-~i S(idex ( ey, j) arxady (A-56)
L)Gli LN ()Nl , .

da,(7) f f velidex (e) ) - 3y vy & (idex (e ), j) dxdy (A-57)

where &(idex(e).]) is the Kronecker delta (i.e. 8(i))=1 if i=j, whereas &(i,jy=0 if i # ).

Therefore, the resulting rnean and variance of CH4& are

(e "y it ulatky)  uta;)  uia,)) (A-58)

cAt

S L O , .

da; (7) da, (n) ovi{a,(Jj),a; (n))
! Jelf At get At

2
"X X Sa 5y da m €oV(atiriac(an (A-59)
n 1 i 1 : ¢ /

2 2 J)C-L.At (]C(
var (¢; "y Y e i

nol il

2 )_\ dC‘L'Af L!CL'A(
Z .>—‘l VX(J)Vx(n) (.)'V—x‘(j) (7V ((’])‘ COV(In(k(J)),ln(k(n))

n o

The numerical examrple shows satisfactory results from using the first-order
method comparing to the one from 500 Monte Carlo simulations (Figure A-10). Note that
the first order method oniy used 7 cpu time, while 500 Monte Carlo simulations utilized
more than 80 ¢cpu time.




Monte Carlo

bast Order

S0 40 A0 i) b

Jeanstroam hstaecn from scarece,

Figure A-10. The dispersion of variation of
pollutant in a heterogenecous field with p, 4,
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The results presented in this Appendix show that without requiring a full
description of the probability distribution of model parameters, the FOSM method can
still adequately estimate the mean and variance properties of contaminant concentration
predictions in both homogeneous and heterogeneous random fields. The reliability
analysis using FOSM method shows good agreement with Monte Carlo simulations in
both analytical solutions and numerical (finite elements) method. The resulis iilustrate
that a significant tradeoff exists in the amount of computational effort required in
determining the cumulative distribution of the contaminant concentration.




